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such as the I ntel l igent Peripheral I nterface, AT 
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Preface 
A work l ike th is cannot be cal led a Labor of Love; it is more l ike a Labor  of Luck. 1 
was lucky enough to be chosen to represent a l i tt le com pany cal led Adaptive Data 
Systems (ADSI)  to X3T9.2 and be part of the effort to make SCSI  a standard .  1 was 
fortunate enough to be involved in several projects at ADSI and Western Dig ital 
Corporation that exposed me to so many d ifferent facets of SCS I .  And ,  1 am amazed 
to have fam ily and friends who put up with the two years of n ights and weekends 
spent g rind ing th is th ing out. 

There are those (and you know who you are !) who would arg ue the kind of luck that 
p lunged me into the SCSI effort. Good or Bad? 

I have made every effort to be accurate , but I am a mere human .  I f  there is any 
d iscrepancy between the SCSI Encycloped ia and the SCSI Standard ,  fo l low the 
Standard. Please be sure to contact either or both E N O L  and X3T9 .2, so the d iscrep­
ancy can be add ressed .  Heck, there is probably room for improvement in  here 
somewhere, so al l  comments are more than welcome.  

I do not apolog ize for the i rreverence of  the style. Let's face i t ;  SCSI is du l l-du l l-du l l .  
Anyth ing that can be done to  make the read ing easier seems  necessary and appropri­
ate . S ince I n itiators and Targets figu re prominently in  a lmost every SCSI transaction , 
we have occasional ly rep laced those titles with proper names; Targets become 
'Tanya" or  "Tom" ,  I n it iators become " lan"  or " I ris" . Proper names al low the use of 
active verbs, wh ich tend  to improve readabi l ity. I have even attem pted humor  on 
occasion . . . . 

My opin ions are spr inkled throughout the Encycloped ia; in  fact, there is one section 
ded icated to my opin ions ,  wh ich I cal l SCSI Etiquette. S ince the SCSI Standard often 
al lows more than one way to do someth ing (there's an understatement!) , op in ions 
become inevitable. 

A work of th is magn itude cou ld not be completed without a carefu l  and thoughtfu l  
review. I wou ld l ike to thank Kurt Chan ,  Er ik Jessen , Larry Lamers ,  John Lohmeyer, 
Bi l l  Spence, and Gary Stephens for their tremendous help and encou ragement. 

It has been said that someone who can correctly answer ten SCSI questions out of a 
hundred is a SCS I  G u ru ,  someone who can correctly answer twenty SCSI q uestions 
out  of  a hundred is a SCSI  God,  whi le someone who claims they can correctly answer 
al l hundred SCSI questions  must be a SCSI Devi l ,  because he  must be lying !  These 
guys l ive on Olympus !  

Jeffrey D .  Stai 
Placentia, Cal ifornia 

March 1 991  





About the SCSI Series 
This volume is the second part of the SCSi Series by ENOL Publications. The first 
part of the series is the SCSI Bench Reference, which re-packages the SCSI Standard 
with timing charts, examples, easy references, and improved table structures. That 
book is for intermediate and experienced SCSI users. 

Volume I of the SCSI Encyclopedia is intended for all SCSI users, such as the SCSI 
beginner, who should start with the Study Guide at the front of each volume. The 
intermediate user can use the SCSI Encyclopedia to bolster understanding of difficult 
subjects, such as the SCSI Message System. The experienced user will find here 
discussions on such new subjects as Wide Data Transfer and Command Queuing. 

The encyclopedic format was chosen so that you can easily access only the informa­
tion desired. The need to provide sufficient detail on each topic caused Volume 1 of 
the SCSI Encyclopedia to grow to a size that required a split into two separate books, 
A-M and N-Z. 

Volume I deals with the phases and protocols of the low-level interface. In other 
words, sections 1 through 5 of the SCSI-2 Standard, and part of section 6, are 
covered in this volume. Volume I covers anything to do with cables and connectors, 
drivers and receivers, signals and phases, messages and nexuses. (Nexuses? So 
read the book!) 

Volume II will cover the Direct Access Device (disk drive) command set. This includes 
sections 7 and 8 of the SCSI Standard, and the rest of section 6 that Volume I did not 
cover. The "generic" commands in section 7 are discussed from a disk point of view. 
Volume II covers READ and WRITE, MODE SELECT and INQUIRY, FORMAT and 
REQUEST SENSE, among others. 

Volume Ill will cover Sequential Access Devices (tape drives). This includes sections 7 
and 9 of the SCSI Standard, and the rest of section 6 that Volume I did not cover. 
This time, the "generic" commands in section 7 are discussed from a tape point of . 
view, to give the tape-oriented reader the fullest value. Volume Ill covers READ and 
WRITE, MODE SELECT and INQUIRY, RECOVER BUFFERRED DATA and RE­
QUEST SENSE, among others. 

Volume IV will cover all Optical Devices, such as write-once read-multiple (WORM) 
drives, CDROM, and magneto-optic (MO) drives. This includes sections 7, 12, 13, and 
1 5  of the SCSI Standard, and the rest of section 6 that Volume I did not cover. As you 
might hope, the "generic" commands in section 7 are discussed from the "optical" 
point of view, again for the fullest value. Volume IV covers READ and WRITE, MODE 
SELECT and INQUIRY, ERASE and REQUEST SENSE, among others. 



The fol lowing subjects are covered in  Volume I (A-Ml of  the SCSI Encyclopedia: 

A Cable. COM MAN D  Phase. Hard Reset. 

ABORT M essage .  Command Pointer. H EAD OF QUEUE TAG 

ABORT TAG message.  COM MAN D TERM I - Message .  

ACK Signal .  NATED Status. Hold Time.  

ACKB Signal .  Cond ition .  Host Adapter.  

Active 1/0 Process .  Connect. 1/0 Process. 

Active Pointers .  Connected 1/0 Process. 1/0 Signal .  

Active Pu l l-Up .  Connection . I DE NTI FY Message .  

Arbitration Delay. Connection Phases. IGNORE WI DE  RESI -

AR BITRATION Phase. Connectors. D U E  M essage .  

Assert ion Period . Contingent Al leg iance. I nformation Transfer 

Assert Signal .  Control Byte . Phases. 

Asynchronous Data Trans- Contro l ler. I n it ial Connection .  

fer. Control Signals .  I n it ial ization . 
Asynchronous Event N oti- Current 1/0 Process. I N ITIATE R ECOVERY 
fication (AEN) .  Data Bus  Signals. Message .  
ATN Signal .  DATA IN Phase. I n itiator. 
Attention Condition .  DATA OUT Phase . I N ITIATOR D ETECTED 
B Cable. DATA Phase. ERROR M essage .  
Between Phases.  Data Pointer. LI N KED COMMAN D 
BSY Signal .  Data Release Delay. COM PLETE Messages. 
Bus Clear Delay. Deassert. Linked Commands.  
BUS DEVIC E  R ES ET Deskew Delay. Log ical Block. 
Message.  Device. Log ical Block Address 
Bus Free Delay. Differential I nterface. (LBA) . 
BUS FR EE  Phase. D I FFSENS.  Log ical Un it .  
Bus I D . Disconnect. Log ical Un it N u m ber  
Bus Phases. Disconnection Delay. (LUN) .  
Bus  Phase Signals .  D ISCONN ECT Message.  Message.  
Bus Set Delay. ECA. MESSAG E I N  Phase. 
Bus Settle Delay . Error Recovery. M ESSAGE OUT Phase. 
Bus Tim ing .  Etiquette . MESSAGE PARITY ER-
C/D Signal .  Extended Contingent Aile- ROR M essage.  
Cables. g iance (ECA) Condition M ESSAGE R EJECT 
Cable Skew Delay. Extended Messages. Message.  
CAM (Common Access False. M essage System .  
Method) . Fast Assertion Period.  MODIFY DATA POINT-
Ch ips.  Fast Cable Skew Delay. ER Message .  
CLEAR QUEU E M essage.  Fast Data Transfer. MSG Signal .  
COM MAN D COM PLETE Fast Deskew Delay. 
Message.  Fast Hold Time. 
Command Descriptor Fast Negation Period .  
Block. Forced Perfect Termina-

tion (FPT) . 



• 1 Study Guide 
Study Guide 

We think you'll all agree that reading an encyclopedia starting at "A" and going 
through to "Z" is: 

(a) Dullsville. 
(b) A real drag, man. 
(c) A bummer. 
(d) Bogus, dude. 

Pick your era ....  To save you from that drudgery, we have a Study Guide. Each 
general topic noted below has a list of subject topics within the Encyclopedia that 
combine to describe the general topic. So, have fun! 

Learning SCSI 

Lesson # 1  : Bus and Devices 

• SCSI Device 
• SCSI Bus 
• Initiator 
• Target 
• Logical Unit 

Lesson # 2: Processes and Phases 

• Nexus 
• 1/0 Process 
• Phase 
• Bus Phases 
• Condition 

Lesson #3: Bus Control 

• Path Control 
• Pointers 
• Message 
• Message System 
• Error Recovery 

Copyright © 199 1 ENDL Publications T he SCSI Encyclopedia, Volume I 
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Study Guide 
Lesson #4: Protocols 

• BUS FRE E  Phase 
• ARBITRATIO N  Phase 
• SELECTION Phase 
• Selection Tim e-out 
• R ESELECTION Phase 
• Reselection Time-out 
• BebNeen Phases 
• Asynchronous Data Transfer 
• Attention Condit ion 
• Reset Cond ition 
• Unexpected BUS FR EE Phase 

Lesson #5: Physical Issues 

• Sing le-Ended I nterface 
s Differential I nterface 
• Assert ,  N egate, and Release Signal 
• Cables 
• Connectors 
• Term ination 
• Terminator Power 
• Parity 
• Wire-OR G l itch 

Lesson #6: H igh Level Issues 

• Command Descriptor B lock (COB) 
• Status 
• Log ical Block 
• Contingent Al leg iance Condition 
• Un it Attention Condition 
• Hard Reset 
• Lin ked Commands 
• Extended M essages 

Lesson #7: Advanced Data Transfer 

• Synchronous Data Transfer 
• Synchronous Data Transfer Negotiation 
• Fast Data Transfer 
• Wide Data Transfer 
• Wide Data Transfer Negotiation 
• P Cable 

The SCSI Encyclopedia, Volume I 
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I .. ,,. 111 Study Guide 
Lesson #8: Advanced Topics 

• Queue 
• Soft Reset 
• Asynchronous Event Notification (AEN) 
• Extended Contingent Al leg iance (ECA) Cond ition 
• TER M I NATE 1/0 PROCESS Message and COM MAN D TER M I NATED Status 
• Target Rout ine 

Lesson #9: Implementation 

• Chips 
• Host Adapter 
• Contro l ler  

Assorted Subjects 

Helpful H ints 

• Etiquette 

Data Transfer Protocols 

• R EQ Signal 
• ACK Signal 
• DATA Phases 
• Asynchronous Data Transfer 
• Synchronous Data Transfer 
• Fast Data Transfer 
• Wide Data Transfer 
• P Cable 

Error Recovery 

• Pointers 
• M essage System 
• Error Recovery 

Timing 

• Bus Timing 

Copyright  © 1991 ENDL Publicat ions The SCSI Encyclopedia ,  Volume I 
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Study Guide IV 

Bus Signals 

11 ACK Signal 
• ATN Signal 
• BSY Signal 
• C/D Signal 
• 1/0 Signal 
• MSG Signal 
• REQ Signal 
• RST Signal 
• SEL Signal 
• Data Bus Signals 
• Parity 
• Terminator Power 

Reset 

• Reset Condition 
• RST Signal 
• Hard Reset 
• Soft Reset 

Aborting an Operation in order of severity: 

• TERMINATE 1/0 Message 
• ABORT TAG Message 
• ABORT Message 
• CLEAR QUEUE Message 
• BUS DEVICE RESET Message 
• Reset Condition 

The SCSI Encyclopedia, Volume I Copyright © 1991 ENDL Publications 
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M essages 

• ABORT 
• ABORT TAG 
• BUS DEVICE R ESET 
• CLEAR QUEUE 
• COM MAN D COM PLETE 
• DISCO N N ECT 
• H EAD OF QUEUE TAG 
• IDENTIFY 
• IGNORE WIDE R ESI DUE 
• INITIATE RECOVERY 
• INITIATOR DETECTED ERROR 
• LI N KED COM MAN D COM PLETE 
• M ESSAGE PARITY ERROR 
• M ESSAGE R EJ ECT 
• MODIFY DATA POINTER 
• NO OPERATION 
• ORDERED QUEUE TAG 
il RELEASE R ECOVERY 
• R ESTORE POI NTERS 
• SAVE DATA POI NTER 
• S I M PLE QUEUE TAG 

Study Guide 

• SYNCH RONOUS DATA TRANSFER REQU EST 
• TER MINATE 1/0 PROCESS 
• WIDE DATA TRANSFER REQU EST 

Copyright © 1991 ENDL Publ ications The SCSI Encycloped ia,  Volume I 
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• Using Vl 

Using the SCSI Encyclopedia 

The SCSI Encyclopedia is organ ized , naturally enough ,  in a lphabetical o rder: Ther� 

are two types of topics: major topics and minor topics. M ajor topics 
_
cover 

_
subjects l ike 

ARB ITRATION Phase which is a SCSI topic that cal ls for a lot of d 1scuss1on and 

examples. M ajor topic� typically begin with a general overview of the subject ,  and this 

wi l l  typically include an i l lustration or flow d iagram . After the overview, the re are 

several detai led i l l ustrat ions and examples. 

M inor topics cover subjects l i ke Arbitration Delay, which is a subject encompassed by 
one or more major topics. Minor topics wi l l  have a detai led description of the subject, 
with a reference to a major topic for more information . 

A few ed itorial conventions have been adopted to make information easier to f ind . The 

beg inn ing of a topic is identified by a special font; e .g . ,  ARBITRATION 
Phase. With in a topic, a reference to another topic is h igh l ig hted as fol lows: see 

Arbitration Delay. This convention is very analogous to a HyperText system (except, 
of course , you can click you r  mouse on a piece of paper all day with no effect. .. ) .  
H igh l ight ing is done on ly once o n  a page o r  once with in a topic to reduce "font 
fatigue" .  Also , s ince they are used so often with in each topic, the names " I n itiator" and 
"Target" are not h igh l ighted . 

I n  several p laces ,  the terms " I n itiator" and 'Target" are replaced by proper names, l ike 
" lan" and "Tanya" or  " I r is" and "Tom".  Wh i le th is seems odd for a techn ical work, 
anthropomorphism al lowed us to use simpler language for comp l icated concepts . And ,  
i t  does spice th ings u p  a l ittle . . .  

We have included the "Examples" section at the end of both volumes s o  that they are 
avai lable when read ing either  volume.  

Most Important Note : Th is is not the SCSI Standard ! Please refer to the Standard 
when judg ing the compl iance of any implementation . 

The SCSI Encycloped ia ,  Volume I Copyright © 1991 ENDL Pub l icat ions 



•• Vll Using 
With in t iming d iag rams ,  certain conventions are used , which are i l lustrated in Figure 1 

below. 

Irene's 
BSY 

Irene's 
SEL 

Irene's 
ATN 

a ____________________________ d 

_______ ! \ ____________________ _ 

I 

b _____________________ l ____________________ _ 

_____________ / I 1<··········2*tds··········>l 
I 90 ns I 

c � -------------------------------------­
__________________ ./ 

FIGURE 1: EXAMPLE TIMING DIAGRAM 

Timing d iagram conventions: 

• The . .  owner .. of the signal (either as a driver or  receiver) is  shown on  the left 
hand s ide.  

• All s ignals are shown as . .  h igh-true/low-false . .  , independent of the e lectrical 
interface type (Single Ended Interface or Differentia/ Interface) . For 
instance , S ing le Ended I nterface s ignals are electrically low when true ,  but 
the t iming d iag ram shows them high when true .  Wh i le  th is may seem confus­
i ng ,  it keeps the t im ing d iag rams generic for all e lectrical interfaces.  

• A signal that is not d riven is shown as dashes . .  _______ .. . A s ignal that is in  a 
1 1don 't carell state is shown as 11XXXXXXX11• 

• A lower case letter (e .g . ,  a ) with in the timing d iagram ind icates an event that 
is described in  text fol lowing the d iag ram that begins with the same letter 
(e .g . ,  (a) ) .  

• Times between two edges are g iven both as  actual t ime (e .g . ,  9o n") , and  as 
def ined by SCSI Bus Timing values (e .g . ,  tds• which is a Deskew Delay) . 

The various symbols used in  f low d iag rams are i l lustrated in  Diag ram 1 .  

Copyright © 1991 ENDL Publications The SCSI Encycloped ia ,  Volume I 
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Using 

[� __
__ 

A
_
s

_
se

_
rt __ A

_
T

_
N __

__ 
] 

No 

Delay 
90 nsec minimum 

SELECTION 
Phase 

A rectangle with rounded corners 
indicates an action to be performed 

A rectangle with square corners 
indicates a delay period: 

nsec = nanoseconds 
�sec = microseconds 
msec = milliseconds 

A diamond indicates a decision point 

An elipse indicates a reference 
to another phase or procedure 
described in another flow diagram 

A circle indicates an asynchronous 
interrupt; i.e. a change in state which 
may (or may not) be expected. 
A circle may also indicate one state 
of a state sequence. 

••• 

Vlll 

DIAGRAM 1: KEY TO SCSI FLOW DIAG RAM SYMBOLS 
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1 N I 

Negate Signal. 
Negation Period. 

Nexus. 
NO OPERATION Message. 

Copyright © 1991 ENDL Publ ications The SCSI Encyclopedia, Volume I 
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Negate Signal. To d rive a signal to the False state . "Negated" is used in the 
SCSI  standard and in th is reference to ind icate that a signal o r  signal pa i r  is d riven to 
the False o r  "zero" state . Compare to Assert and Release.  See Signal Levels . 

2 

Negation Period. tnp - 90 nsec. The Negation Period is the min imum period of 
t ime from the negating edge of the REQ Signal or A CK Signal to the asserting edge 
of the next REQ or  ACK, respective ly. The Negation Period measures from REQ pulse 
to REQ pulse , and ACK pulse to ACK pulse, during a synchronous data transfer. I t  
does not restrict REQ to ACK or  ACK to REQ timing .  See Synchronous Data 
Transfer and Assertion Period. More precisely: 

• For a device sending data, the Negation Period is the m in imum pu lse spacing 
of  the s igna l  that i t  sends to strobe data into the receiving device . 

• For a device receiving data, the Negation Period is the m in imum pu lse spac­
ing of the signal it sends to the other device that al lows another  transfer to 
occur. 

Nexus. Say What? ! ? ! ?  You shou ld have heard the SCSI Committee when this name 
was proposed by the ed itors : 

• "Sounds l ike a d isease! "  

• "Sounds l ike a g land ! "  

• "Sounds l ike a shampoo! "  

Back to Webster's: " N exus [Latin]: a l ink or connection . "  

• "Hey, that's just what we' re talking about! " 

I n  SCS I ,  Nexus refers to a relationship between two SCSI devices,  one an I n itiator 
and the other a Target. The word was chosen so that the d ifferent types of re lation­
sh ips cou ld be easi ly described without using a word that had a pr ior connotation.  A 
SCSI device must have a particu lar Nexus with another device before a particu lar 
operation may be performed.  

It is important to note that a Nexus is a relationship, it does not refer to a specific 
action .  Specific act ions can estab l ish or revive a Nexus :  

• An In itiator estab l ishes a Nexus during an Initial Connection . 

• A Target revives a Nexus during a Reconnection . 

The SCSI Encycloped ia ,  Vol u me I Copyright © 1 991  ENDL Pub l ications 



3 
• An I n itiator may also revive a previously establ ished N exus via another  

Connection .  

Other  act ions can fu rther restrict t he  re lationships that are estab l ished o r  revived by 
the use of the IDENTIFY Message and the Queue Tag Messages . 

The d ifferent types of N exuses (ask Webster about that p lu ral) are :  

• I_ T Nexus: The basic type o f  Nexus. An  I_  T Nexus is estab l ished after a 
successfu l  SELECTION Phase . An I_ T Nexus is revived after a successfu l  
RESELECTION Phase .  An I_ T Nexus is fu rther restricted to form al l  other 
types of Nexuses. 

• I_T_l Nexus: An I_T_L Nexus is establ ished after an I DE NTI FY M essage is 
successfu l ly transferred from the I n itiator to the Target fo l lowing S ELECTION 
Phase.  An I_ T _L Nexus is revived after an IDENTI FY M essage is successfu l ­
ly transferred from the Target to the I n itiator fo l lowing R ESELECTION Phase. 
In both cases the LU NTAR bit of the I DENTI FY message is  set to zero, 
ind icat ing that a Logical Unit is identified . 

• I_T_R Nexus: An I_T_R Nexus is estab l ished after an I D ENTI FY M essage is 
successfu l ly transferred from the In itiator to the Target fo l lowing S ELECTION 
Phase .  An I_ T _R Nexus is revived after an I DENTI FY M essage is  successful ­
ly transferred from the Target to the I n itiator fo l lowing R ESELECTION Phase. 
In both cases the LUNTAR b it of the I DENTI FY message is set to one,  
ind icat ing that a Target Routine is identified . 

• I_ T _x Nexus: Th is is a generic term that refers to e ither  an I_ T _L or an 
I_ T _R N exus.  I t  does not refer to an I_ T or an I_ T _L_Q N exus.  

• I_T_L_Q Nexus: An I_T_L_Q Nexus is establ ished after any Queue Tag 
M essage is successfu l ly transferred from the I n it iator to the Target fo l lowing 
the I DE NTI FY M essage.  An I_T_L_Q Nexus is revived after a SIMPLE 
QUEUE TA G Message is successful ly transferred from the Target to the 
I n itiator fo l lowing the I DENTI FY  Message.  I n  both cases the LU NTAR b it of 
the I D ENTI FY message is set to zero ,  ind icating that a Logical Unit is 
identified . 

• I_T_R_Q Nexus: An I_T_R_Q Nexus is not al lowed!  You are not al lowed to 
issue a Queued command to a Target Routine.  

• I_ T _x_y Nexus: Th is is a generic term that refers to e ither  an I_ T _L,  an 
I_ T _R, o r  an I_ T _L_Q Nexus. I t  does not refer to an I_ T N exus.  

Table 1 and Table 2 summarize the d ifferent Nexus types:  

N 

Copyright © 1991 ENDL Publ ications The SCSI Encycloped ia ,  Volume I 



N 4 
TABLE 1: NEXUS ESTABLISHED BY AN INITIATOR 

Nexus Type SELECTION Phase IDENTIFY Message Queue Tag Message Preceded by 
Nexus Type 

I_T Yes No No none 

I_T_L Yes Yes; LUNTAR=O No I_T 

I_T_R Yes Yes; LUNTAR= 1 No I_T 

I_T_L_Q Yes Yes; LUNTAR=O Yes; any type I_T_L 

TABLE 2: NEXUS REVIVED BY A TARGET 

Nexus Type RESELECTION Phase IDENTIFY Message Queue Tag Message Preceded by 
Nexus Type 

I_T Yes No No none 

I_T_L Yes Yes; LUNTAR=O No I_T 

I T  R Yes Yes; LUNTAR=1 No I_T 

I_T_L_Q Yes Yes; LUNTAR=O Yes; SIMPLE QUEUE TAG only I_T_L 

The SCSI Encyclopedia, Volume I Copyright © 1991 ENDL Publ ications 



5 
NO OPERATION Messagee The NO OPERATION Message does nothing . 

Period.  What more can we say? Here is the message format: 

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 08 hex 

But, wait, we hear you cry, what's it for? Wel l ,  there are a couple of uses . . . .  

NO OPERATION Use #1: Let's say you have a n  I n itiator, that decides that its internal 
buffer is going to overflow during a DA TA Phase .  I t  then creates the A ttention 
Condition with the intent of sending a DISCONNECT Message. But this time,  the 
In itiator catches up and it no longer needs to d isconnect. As long as the Attention 
Condition exists , the I n itiator wi l l  be expected to send a message.  So, the I n itiator 
maintains the Attention Cond ition unti l the next MESSA GE OUT Phase. It then sends 
the NO OPERATION message to the Target, which has no effect, and the transfer 
continues. 

Comment: This is a use that makes sense, and is preferable to creating the Attention 
Condit ion and then taking it away (see Etiquette) . On the other hand,  if the I n itiator 
makes a habit of this the data transfer rate can really go down the d rain (i .e . ,  s low 
down) . It m ig ht be better to use some of the d isconnect control methods defined within 
the MODE SELECT Command . 

NO OPERATION Use #2: What happens when a Target enters the M ESSAGE OUT 
Phase, but the I n itiator hasn't created the Attention Condition? Wel l ,  the I n itiator sends 
a NO OPERATION message and hopefully everything continues normal ly. 

Comment: A MESSAGE OUT Phase without the Attention Condition? That's less 
probable than a pol itician without g reed ! On the other hand ,  this cou ld happen if an 
Attention Condition was created and then ended. Any I n itiator presented with this 
situation e ither played games with the Attention Condition ,  or it cou ld assume that the 
Target is broken and take appropriate action (example: see ABOR T  Message) , or the 
Target is a SCS/-3 Device and it's doing someth ing we haven't yet imagined !  

Summary of Use: The NO OPERATION message is  sent on ly by an I n itiator when it 
has noth ing better to send during a M ESSAGE OUT Phase. 

N 
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ORDERED QUEUE TAG Message. 
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ORDERED QUEUE TAG Message. The ORDERED QUEUE TAG 
Message is used by an I n itiator to get an f/0 Process executed in  the order received 
(relative to all other l/0 Processes previously received by the Target from all Initiators) 
when a Queue is used by the Target. ORDERED QUEUE TAG is a two byte mes­
sage: 

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 22 hex 

1 Queue Tag 

The second byte of the message specifies the Queue Tag associated with the Nexus 
being establ ished by this message. 

8 

This message causes the new l/0 Process associated with the Nexus to be put at the 
rear of the Queue, beh ind any other l/0 Processes that currently may be queued . Any 
1/0 Processes in the Queue prior to the Ordered 1/0 Process must be executed f irst. If 
no l/0 Process is currently being executed for that Logical Unit, then the new 1/0 
Process is made active and executed immediately. 

This type of Queue Tag also affects the ordering of Tagged 1/0 Processes received 
after it. Any incoming 1/0 Processes using the SIMPLE QUEUE TAG Message must 
be queued after an ORDERED QUEUE TAG. The intent of an ORDERED QU EU E 
TAG is that it is executed in the order received , relative to what came before and what 
is to fol low. See Queue for an i l lustration of this behavior. 

Note that an l/0 Process begun with a HEAD OF QUEUE TAG Message can sti l l  
"cut" to the front of  the Queue, including any ORDERED QUEU E TAGS in the Queue·. 

Summary of Use: The ORDERED QU EUE TAG Message is sent on ly by an I n itiator 
to a Target to cause the l/0 Process to be placed at the rear of the Queue.  
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P Cable. "I didn't see any 'P Cable' in my copy of SCSI-21" That's right, you didn't. 
The P Cable is a new feature for SCSI�3, which has so much more utility for new 16-
bit designs in the near future than the combination of the A Cable and the B Cable. 
The P Cable is the best Cable to use for 16-bit designs. 

Why a P Cab�e? The P cable was defined in response to concern about the cost and 
space requirements of the B Cable. With the B Cable, if you only want 16-bit data 
transfers, you must still use the A Cable and the full B cable and connectors. Two 
connectors and cables to each device in this era of smaller and smaller devices and 
systems is painful: 

• Where are you going to route those fat cables? 

• Where are you going to put those two big fat connectors on the device? 

• Who wants to pay for all that extra metal, anyway? 

Thus, the P Cable was born. 

Since the P Cable is not in your copy of SCSI-2, we will provide the Connector 
pinouts for the P Cable here. The P Cable is a 68 conductor cable. Table 5 shows the 
P Cable connections for the Single-Ended Interlace, and Table 6 shows the P Cable 
connections for the Differentia/Interlace. See Wide Data Transfer for details on 
P Cable data transfer. 
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TABLE 5: SING LE-ENDED P CABLE CON N ECTIONS 

Signal Name Connector Cable Conductor Connector Signal Name 
Contact Numbers Contact 
Number Number 

GROUND 1 1 2 35 -DB( 1 2) 

GROUND 2 3 4 36 -DB( 1 3) 

GROUND 3 5 6 37 -DB( 1 4) 

GROUND 4 7 8 38 -DB( 1 5) 

GROUND 5 9 1 0  39 -DB(P 1 )  

GROUND 6 1 1  1 2  40 -DB(O) 

GROUND 7 1 3  1 4  4 1  -DB( 1 )  

GROUND 8 1 5  1 6  42 -DB(2) 

GROUND 9 1 7  1 8  43 -DB(3) 

GROUND 1 0  1 9  20 44 -DB(4) 

GROUND 1 1  2 1  22 45 -DB(5) 

GROUND 1 2  23 24 46 -DB(6) 

GROUND 1 3  25 26 47 -DB(7) 

GROUND 1 4  27 28 48 -DB(P) 

GROUND 1 5  29 30 49 GROUND 

GROUND 1 6  3 1  32 50 GROUND 

TERMPWR 1 7  33 34 5 1  TERMPWR 

TERMPWR 1 8  35 36 52 TERMPWR 

RESERVED 1 9  37 38 53 RESERVED 

GROUND 20 39 40 54 GROUND 

GROUND 2 1  41  42 55 -ATN 

GROUND 22 43 44 56 GROUND 

GROUND 23 45 46 5 7  -BSY 

GROUND 24 47 48 58 -ACK 

GROUND 25 49 50 59 -RST 

GROUND 26 5 1  52  60  -MSG 

GROUND 27 53 54 6 1  -SEL 

GROUND 28 55 56 62 -C/D 

GROUND 29 5 7  5 8  63 -REQ 

GROUND 30 59 60 64 -110 
GROUND 31  6 1  62 65  -DB(8) 

GROUND 32 63 64 66 -DB(9) 

GROUND 33 65 66 67 -DB( 1 0) 

GROUND 34 67 68 68 -DB( 1 1 )  

The lead ing m inus s ign  (e .g . ,  "-BSY") refers to  the  active low nature o f  a S ing le-Ended 
I nterface s ignal .  

p 
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TABLE 6: DIFFERENTIAL P CABLE CONNECTIONS 

Signal Name Connector Cable Conductor Connector Signal Name 
Contact Numbers Contact 
Number Number 

+DB( 1 2) 1 1 2 35 -DB( 1 2) 

+DB( 1 3) 2 3 4 36 -DB( 1 3) 

+DB( 1 4) 3 5 6 37 -DB( 1 4) 

+DB( 1 5) 4 7 8 38 -DB( 1 5) 

+DB(P 1 )  5 9 1 0  39 -DB(P 1 )  

GROUND 6 1 1  1 2  40 GROUND 

+DB(O) 7 1 3  1 4  4 1  -DB(O) 

+DB(1 )  8 1 5  1 6  42 -DB( 1 )  

+DB(2) 9 1 7  1 8  43 -DB(2) 

+DB(3) 1 0  1 9  20 44 -DB(3) 

+DB(4) 1 1  2 1  22 4 5  -DB(4) 

+DB(5) 1 2  23 24 46 -DB(5) 

+DB(6) 1 3  25 26 4 7  -DB(6) 

+DB(7) 1 4  27 28 4 8  -DB(7) 

+DB(P) 1 5  29 30 49 -DB(P) 

DIFFSENS 1 6  3 1  32 50 GROUND 

TERMPWR 1 7  33 34 5 1  TERMPWR 

TERMPWR 1 8  35 36 52 TERMPWR 

RESERVED 1 9  37 38 53 RESERVED 

+ATN 20 39 40 54 -ATN 

GROUND 2 1  4 1  42 55 GROUND 

+BSY 22 43 44 56 -BSY 

+ACK 23 4 5  4 6  5 7  -ACK 

+RST 24 4 7  4 8  5 8  -RST 

+MSG 25 49 50 59 -MSG 

+SEL 26 5 1  52 60 -SEL 

+C/D 27 53 54 6 1  -C/D 

+REQ 28 5 5  5 6  62 -REQ 

+I/O 29 5 7  58 63 -I/O 

GROUND 30 59 60 64 GROUND 

+DB(8) 3 1  6 1  62 65  -DB(8) 

+DB(9) 32 63 64 66 -DB(9) 

+DB(10) 33  65 66 67 -DB( 1 0) 

+DB( 1 1 )  34 67  68  68  -DB( 1 1 )  

The leading plus and minus signs (e.g . ,  "-BSY" and .. +BSY") refers to the differential 
pai rs of a Differential I nterface signal .  

12 
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The SCSI -3 proposal notes that "Conductor Number" refers to the conductor position 
when using 0.025 _inch center l ine flat r ibbon cable. Other cable types may be used to 
implement equ ivalent contact assignments. 

Upgrade Patlh. But wait, there's more !  Because the P Cable carries a i 6-bit data path 
on a s ing le cable ,  it can also carry an 8-bit data path on the same cable.  Th is is pretty 
n ifty, because th is means you can bu i ld I n itiators and Targets that do 8-b it today, and 
tomorrow replace them with 16-bit devices without changing your  exist ing cab l ing! Th is 
real ly s impl if ies f ield upgrades. 

You do have to fo l low a rule, though .  You must leave the fol lowing  s ignals unconnect­
ed when us ing the P Cable on an 8-bit device: 

• Sing le-Ended: -DB(8) ,  -DB(9) , -DB(1 0) , -DB(11 ) , -08(12) , -DB(i 3) , -DB(14) , 
-DB(15) , and -DB(P1 ) .  

• Differential: -DB(8) , -DB(9) , -DB(10) , -DB(11) , -DB(12) , -DB(13) , -DB(14) , 
-DB(15) , -DB(P1) , +DB(8) , +DB(9) , +DB(10) , +DB(11) , +DB(12) , +DB(13) , 
+DB(14) , + DB(15) , and +DB(Pi) .  

Connect the other  s ignals normal ly, with RESERVED signals left open . 

BlUit what about 32-bits? The X3T9.2 Committee is consider ing a P Cable-compati­
ble method for expand ing to 32-bits. A "Q Cable" would carry the add itional 16-b its 
and the REQB Signal and ACKB Signal needed for the 32-bit data path . 

Wamirag! The P Cable is sti l l  under development by the X3T9.2 Committee. Contact 
them for the latest information .  

Parity. To quote Seymour  Gray: "Parity i s  for farmers ! " .  Mr. Gray wi l l  p robably never 
use SCSI s ince parity is a fact of l ife in SCSI bus transactions .  Parity is the main 
method used by SCSI for error detection on the bus (see Error Recovery). Parity 
covers eight data b its ; if Wide Data Transfers are used , then there is a parity b it for 
each 8-b it byte (2 parity b its for 16-bit data, 4 parity b its for 32-b it data) . 

Parity on the SCSI bus is odd Parity (no we don't mean strange!) . Odd parity means 
that the total number of True (one) b its in  the e ight data b its plus the parity bit is odd . 
Parity is calcu lated on the log ical state of the bus;  i .e . , one o r  zero. For example ,  if the 
data b its are al l  zero, the parity b it would be one, s ince then the total number of b its 
wi l l  be one ,  wh ich is odd .  I f  the data b its are all one, the parity b it wou ld also be one ,  
with a total of  n ine b its set to one .  

Table 7 and Table 8 g ive a complete l ist of  parity values for  al l  poss ib le e ight  b it data 
bytes. 

p 
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TABLE 7: TABLE O F  E IGHT BIT ODD PARITY VALUES (0-127) 

I Binary I Hex I Parity II Binary I Hex I Parity II Binary I Hex I Parity II Binary I Hex I Parity I 
00000000 00 1 0 0 1 00000 20 0 0 1 000000 40 0 0 1 1 00000 60 1 

0000000 1 0 1  0 00 1 0000 1 2 1  1 0 1 00000 1 4 1  1 0 1 1 0000 1 6 1  0 

000000 1 0  02 0 00 1 000 1 0  22 1 0 1 0000 1 0  42 1 0 1 1 000 1 0  62 0 

000000 1 1  03 1 00 1 000 1 1 23 0 0 1 0000 1 1 43 0 0 1 1 000 1 1  63 1 

00000 1 00 04 0 00 1 00 1 00 24 1 0 1 000 1 00 44 1 0 1 1 00 1 00 64 0 

00000 1 0 1  05 1 00 1 00 1 0 1  25 0 0 1 000 1 0 1  45 0 0 1 1 00 1 0 1  65 1 

00000 1 1 0  06 1 00 1 00 1 1 0  26 0 0 1 000 1 1 0  46 0 0 1 1 00 1 1 0  66 1 

00000 1 1 1  07 0 00 1 00 1 1 1  27 1 0 1 000 1 1 1  47 1 0 1 1 00 1 1 1  67 0 

0000 1 000 08 0 00 1 0 1 000 28 1 0 1 00 1 000 48 1 0 1 1 0 1 000 68 0 

'0000 1 00 1  09 1 00 1 0 1 00 1  29 0 0 1 00 1 00 1  49 0 0 1 1 0 1 00 1  69 1 

0000 1 0 1 0  OA 1 00 1 0 1 0 1 0  2A 0 0 1 00 1 0 1 0  4A 0 0 1 1 0 1 0 1 0  6A 1 

0000 1 0 1 1 OB 0 00 1 0 1 0 1 1 2B 1 0 1 00 1 0 1 1 4B 1 0 1 1 0 1 0 1 1 6B 0 

0000 1 1 00 oc 1 00 1 0 1 1 00 2C 0 0 1 00 1 1 00 4C 0 0 1 1 0 1 1 00 6( 1 

0000 1 1 0 1  OD 0 00 1 0 1 1 0 1  20 1 0 1 00 1 1 0 1  40 1 0 1 1 0 1 1 0 1  60 0 

0000 1 1 1 0 OE 0 00 1 0 1 1 1 0 2E 1 0 1 00 1 1 1 0 4E 1 0 1 1 0 1 1 1 0 6E 0 

0000 1 1 1 1  OF 1 00 1 0 1 1 1 1  2F 0 0 1 00 1 1 1 1  4F 0 0 1 1 0 1 1 1 1  6F 1 

000 1 0000 1 0  0 00 1 1 0000 30 1 0 1 0 1 0000 50 1 0 1 1 1 0000 70 0 

000 1 000 1 1 1  1 00 1 1 000 1 3 1  0 0 1 0 1 0001  5 1  0 0 1 1 1 000 1 7 1  1 

000 1 00 1 0  1 2  1 00 1 1 00 1 0  32 0 0 1 0 1 00 1 0  52 0 0 1 1 1 00 1 0  72 1 

000 1 00 1 1 1 3  0 00 1 1 00 1 1 33 1 0 1 0 1 00 1 1 53 1 0 1 1 1 00 1 1 73 0 

000 1 0 1 00 1 4  1 00 1 1 0 1 00 34 0 0 1 0 1 0 1 00 54 0 0 1 1 1 0 1 00 74 1 

000 1 0 1 0 1  1 5  0 00 1 1 0 1 0 1  35 1 0 1 0 1 0 1 0 1  55 1 0 1 1 1 0 1 0 1  75  0 

000 1 0 1 1 0  1 6  0 00 1 1 0 1 1 0  36 1 0 1 0 1 0 1 1 0  56 1 0 1 1 1 0 1 1 0  76 0 

000 1 0 1 1 1  1 7  1 00 1 1 0 1 1 1  37 0 0 1 0 1 0 1 1 1  57 0 0 1 1 1 0 1 1 1  77 1 

000 1 1 000 1 8  1 00 1 1 1 000 38 0 0 1 0 1 1 000 58 0 0 1 1 1 1 000 78 1 

000 1 1 00 1  1 9  0 00 1 1 1 00 1  39 1 0 1 0 1 1 00 1  59 1 0 1 1 1 1 00 1  79 0 

000 1 1 0 1 0  1 A  0 00 1 1 1 0 1 0  3A 1 0 1 0 1 1 0 1 0  SA 1 0 1 1 1 1 0 1 0  7A 0 

000 1 1 0 1 1 1 B  1 00 1 1 1 0 1 1 3B 0 0 1 0 1 1 0 1 1 5B 0 0 1 1 1 1 0 1 1 7B 1 

000 1 1 1 00 1 (  0 00 1 1 1 1 00 3( 1 0 1 0 1 1 1 00 5( 1 0 1 1 1 1 1 00 7C 0 

000 1 1 1 0 1  1 D  1 00 1 1 1 1 0 1  3D 0 0 1 0 1 1 1 0 1  50 0 0 1 1 1 1 1 0 1  70 1 

000 1 1 1 1 0 1 E  1 00 1 1 1 1 1 0 3E 0 0 1 0 1 1 1 1 0 5E 0 0 1 1 1 1 1 1 0 7E 1 

000 1 1 1 1 1  1 F  0 00 1 1 1 1 1 1  3F 1 0 1 0 1 1 1 1 1  SF 1 0 1 1 1 1 1 1 1  7F 0 
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TABLE 8: TABLE OF EIGHT BIT ODD PAR ITY VALUES ( 1 28-255) 

I Binary I Hex I Pa rity II Binary I Hex I Parity II Binary I Hex I Parity II Binary I Hex I Parity I 
1 0000000 80 0 1 0 1 00000 AO 1 1 1 000000 co 1 1 1 1 00000 EO 0 

1 000000 1 8 1  1 1 0 1 0000 1 A 1  0 1 1 00000 1 C 1 0 1 1 1 0000 1 E 1  1 

1 00000 1 0  8 2  1 1 0 1 000 1 0  A2 0 1 1 0000 1 0  C2 0 1 1 1 000 1 0  E2 1 

1 00000 1 1 8 3  0 1 0 1 000 1 1 A3 1 1 1 0000 1 1 C3 1 1 1 1 000 1 1 E3 0 

1 0000 1 00 84 1 1 0 1 00 1 00 A4 0 1 1 000 1 00 C4 0 1 1 1 00 1 00 E4 1 

1 0000 1 0 1  8 5  0 1 0 1 00 1 0 1  AS 1 1 1 000 1 0 1  cs 1 1 1 1 00 1 0 1  ES 0 

1 0000 1 1 0  86 0 1 0 1 00 1 1 0  A6 1 1 1 000 1 1 0  C6 1 1 1 1 00 1 1 0  E6 0 

1 0000 1 1 1  8 7  1 1 0 1 00 1 1 1  A7  0 1 1 000 1 1 1  C7 0 1 1 1 00 1 1 1  E7 1 

1 000 1 000 88  1 1 0 1 0 1 000 AS 0 1 1 00 1 000 CB 0 1 1 1 0 1 000 E8 1 

1 000 1 00 1  89 0 1 0 1 0 1 00 1  A9 1 1 1 00 1 00 1  C9 1 1 1 1 0 1 00 1  E9 0 

1 000 1 0 1 0  SA 0 1 0 1 0 1 0 1 0  AA 1 1 1 00 1 0 1 0  CA 1 1 1 1 0 1 0 1 0  EA 0 

1 000 1 0 1 1 8 B  1 1 0 1 0 1 0 1 1 AB 0 1 1 00 1 0 1 1 CB 0 1 1 1 0 1 0 1 1 EB 1 

1 000 1 1 00 BC 0 1 0 1 0 1 1 00 AC 1 1 1 00 1 1 00 cc 1 1 1 1 0 1 1 00 EC 0 

1 000 1 1 0 1  BD 1 1 0 1 0 1 1 0 1  AD 0 1 1 00 1 1 0 1  CD 0 1 1 1 0 1 1 0 1  ED 1 

1 000 1 1 1 0 BE 1 1 0 1 0 1 1 1 0 AE 0 1 1 00 1 1 1 0 CE 0 1 1 1 0 1 1 1 0 EE 1 

1 000 1 1 1 1  SF 0 1 0 1 0 1 1 1 1  AF 1 1 1 00 1 1 1 1  CF 1 1 1 1 0 1 1 1 1  EF 0 

1 00 1 0000 90 1 1 0 1 1 0000 BO 0 1 1 0 1 0000 DO 0 1 1 1 1 0000 FO 1 

1 00 1 000 1 9 1  0 1 0 1 1 000 1 B 1  1 1 1 0 1 000 1 D 1  1 1 1 1 1 000 1 F 1  0 

1 00 1 00 1 0  92 0 1 0 1 1 00 1 0  B2 1 1 1 0 1 00 1 0  D2 1 1 1 1 1 00 1 0  F2 0 

1 00 1 00 1 1 93 1 1 0 1 1 00 1 1 B3 0 1 1 0 1 00 1 1 D3 0 1 1 1 1  00 1 1  F3 1 

1 00 1 0 1 00 94 0 1 0 1 1 0 1 00 B4 1 1 1 0 1 0 1 00 D4 1 1 1 1 1 0 1 00 F4 0 

1 00 1 0 1 0 1  95 1 1 0 1 1 0 1 0 1  BS 0 1 1 0 1 0 1 0 1  DS 0 1 1 1 1 0 1 0 1 FS 1 

1 00 1 0 1 1 0  96 1 1 0 1 1 0 1 1 0  B6 0 1 1 0 1 0 1 1 0  D6 0 1 1 1 1 0 1 1 0  F6 1 

1 00 1 0 1 1 1  97 0 1 0 1 1 0 1 1 1  B7 1 1 1 0 1 0 1 1 1  D7 1 1 1 1 1 0 1 1 1  F7 0 

1 00 1 1 000 98 0 1 0 1 1 1 000 BB 1 1 1 0 1 1 000 DB 1 1 1 1 1 1 000 F8 0 

1 00 1 1 00 1  99 1 1 0 1 1 1 00 1  B9 0 1 1 0 1 1 00 1  D9 0 1 1 1 1 1  00 1 F9 1 

1 00 1 1 0 1 0  9A 1 1 0 1 1 1 0 1 0  BA 0 1 1 0 1 1 0 1 0  DA 0 1 1 1 1 1 0 1 0  FA 1 

1 00 1 1 0 1 1 9B 0 1 0 1 1 1 0 1 1 BB 1 1 1 0 1 1 0 1 1 DB 1 1 1 1 1 1 0 1 1 FB 0 

1 00 1 1 1 00 9C 1 1 0 1 1 1 1 00 BC 0 1 1 0 1 1 1 00 DC 0 1 1 1 1 1 1  00 FC 1 

1 00 1 1 1 0 1  9D 0 1 0 1 1 1 1 0 1  BD 1 1 1 0 1 1 1 0 1  DD 1 1 1 1 1 1 1 0 1  FD 0 

1 00 1 1 1 1 0 9E 0 1 0 1 1 1 1 1 0 BE 1 1 1 0 1 1 1 1 0 DE 1 1 1 1 1 1 1 1 0 FE 0 

1 00 1 1 1 1 1  9F 1 1 0 1 1 1 1 1 1  BF 0 1 1 0 1 1 1 1 1  DF 0 1 1 1 1 1 1 1 1  FF 1 
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Path Controls "Path Control" is an archaic SCSI term that disappeared after the 
early revs of SCSI a 1 (back in the pre-history of the early 1980's ... ). When an I n itiator is 
Connected to a Target, it may be said that a "path" exists between the two devices. 
All commands, status, and data may pass over th is path as long as the Connection 
exists. The Connectioro Phases are used to begin to establish this path . 

Now, we have a path between two devices. I n  order to ensure the integrity of the 
commands, status,  and data on the path, we use Parity to check each byte on the 
path . And technology marches on;  we have new options for the h igh-speed data 
transfer on the path , such as Synchronous Data Transfer and Wide /Data Transfer. 

With all of these parity checks and options, there must be some way of handling these 
details: 

• Establishing the path to the appropriate Nexus. 

• Agreement between two SCSI Devices on the data transfer option to use for 
the path . 

• Reporting parity errors and retrying the transfer .  

• Breaking the connection ,  and therefore the path, with the agreement of both 
devices.  

• Ending an 1/0 Process. 

With all of these th ings to do besides commands, status, and data, it seems like we 
could use a path control system .  That's what the Pointers and the Message System 
do. Using Pointers al lows both devices to have agreement on where a COMMAND 
Phase, STATUS Phase, or DATA Phase began , so that the transfer in the phase 
may be retried . The Message System allows for small "messages" to be sent to 
control the pointers and all of the other details listed above. The messages that control 
these detai ls are listed in Table 9 below. 

We suggest you now read Pointers, and then Message System. 
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TABLE 9 :  PATH CONTROL MESSAGE FUNCTIONS I Message Name I Path Control Function I 

ABORT (Out only) Initiator Request End Con nection and End 1/0 Process(es) Abnormal ly 

ABORT TAG (Out only) Initiator Request End Connection and End one 110 Process Abnormal ly 

BUS DEVICE RESET (Out on ly) In itiator Request End Con nection and Reset Target 

CLEAR QUEUE (Out only) In itiator Request End Connection a nd all End 1/0 Processes Abnormal ly 

COMMAND COMPLETE ( In only) Target Report End Connection and End 1/0 Process Normally 

DISCONNECT (Out) In itiator Request End the Current Connection 

DISCONNECT (In) Target Report End of the Current Connection 

HEAD OF QUEUE TAG (Out only) Initiator Establish Path for Queued 1/0 Process (I_T_L_Q Nexus) 

IDENTIFY (Out) In itiator Establ ish Path for Logical Unit or Target Process (I T x Nexus) 

IDENTIFY (In) Target Re-establish Path For Logical Unit or Target Process (I_ T _x Nexus) 

IGNORE WIDE RESIDUE ( In on ly) Target Report Adjustment to Wide Data Transfe r  Length 

I NITIATE RECOVERY (Out) Begin Extended Contingent A l legiance Error Recovery 

IN ITIATE RECOVERY (In) Begin Extended Contingent A l legiance Error Recovery 

IN ITIATOR DETECTED ERROR (Out on ly) In itiator Report Command, Status, or Data Transfe r  Error with Ta rget 
(Request Retry) 

LINKED COMMAND COMPLETE (In only) Target Request Switch to Next Saved Pointer Set for 1/0 Process (Do 
Next Command for 110 Process) 

LINKED COMMAND COM PLETE (WITH FLAG) (In on ly) Target Request Switch to Next Saved Pointer Set for 1/0 Process (Do 

Next Command for 1/0 Process). Echo "Flag" back to H ost System .  

MESSAGE PARITY ERROR ( O u t  only) In itiator Report MESSAGE IN Transfe r  Error (Request Retry) 

MESSAGE REJECT (Out or In)  Report Inappropriate Message to Other  Device 

MODIFY DATA POINTER ( In only) Target Request to Apply Specified Offset to Active Data Pointer 

NO OPERATION (Out only) Do Noth ing 

ORDERED QUEUE TAG (Out only) In itiator Establ ish Path for Queued 1/0 Process ( I_T_L_Q Nexus) 

RELEASE RECOVERY (Out only) End Extended Contingent Allegiance Error Recovery 

RESTORE POINTER (In only) Target Request to Copy a l l  Saved Pointe rs to Active Pointers 

SAVE DATA POINTER ( In only) Target Request to Copy Active Data Pointer to Saved Data Pointer 

SIMPLE QUEUE TAG (Out) In itiator Establish Path for Queued 110 Process (I_ T _L_ Q Nexus) 

SIMPLE QUEUE TAG (In) Target Re-establish Path for Queued 1/0 Process (I_ T _L_Q Nexus) 

SYNCHRONOUS DATA TRANSFER REQUEST (Out or In)  RequesUAgree to Synch ronous Data Transfe r  Option 

TERMINATE 1/0 PROCESS ( In only) In itiator Request Immediate Controlled End of Current 1/0 Process 

WIDE DATA TRANSFER REQUEST (Out or In)  Request/Agree to Wide Data Transfe r  O ption 

Copyright © 1 99 1  ENDL Pub l ications  The SCSI  Encycloped ia ,  Volume I 



p 18 
Peripheral Device. A Peripheral Device is defined by SCSI to refer to the 
physical com ponents of, o r  attached to , a SCSI Device , which is usual ly a Target. A 
peripheral device is often a Logical Unit, but you can also have a Log ical Un it made 
up  of several peripheral devices (for example,  some d isk d rive arrays) . Or,  you can 
even have more than one Log ical Un it access the same peripheral device (for 
example ,  log ical partitions of a d isk drive) . The Peripheral Device is often coupled to a 
Controller to create a complete SCSI Target. 

Other examples of per ipheral devices include:  

• Tape Drives 
• Optical Disk Drives 
• Printers 
• Scanners 
• etc . . . .  

Phase. See Bus Phases. See also Conditions.  
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Pointers. No  th is is not the "H ints and Tips'' section .  What we mean is Pointers to 
memory, as in " ind i rect" or  " indexed" addressing . Before read ing further  here ,  be sure 
to read the sect ion on  Path Control as an introduction to the topic, and specifical ly 
the need for Pointers .  

p 

Okay, now you are thorough ly confused . It is often d ifficult to describe one topic 
without a l ready describ ing other re lated top ics. Th is section wi l l  beg in  to explain the I concepts h inted at in  Table 9 under Path Contro l ,  and the section on  the Message 
System wi l l  f in ish it. 

There are th ree types of Information Transfer Phase ,  other than the Message 
Phases : COMMAND Phase ,  STA TUS Phase , and DA TA Phase (on ly one data 
transfer d i rection  is possib le du ring a SCSI Command) . Therefore , we need pointers 
for each of these phases: 

� Command Pointer 
� Status Pointer 
• Data Pointer 

(By the way, on ly one data transfer d i rection is possib le because the SCSI data 
transfer model  has on ly one data pointer . . .  ) 

We have to remember, though ,  that we have more to do than have Pointers to 
Command ,  Status ,  and Data, we must also be able to retry any of these transfers . To 
do that ,  we need to remember where the transfer started .  Th is means we need a set 
of two Pointers for each phase; an Active Pointer and a Saved Pointer. Our  set of 
Pointers is now: 

• Active Command Pointer ., Saved Command Pointer 
• Active Status Pointer • Saved Status Pointer 
• Active Data Pointer • Saved Data Pointer 

The M essage System has its own position management system to handle MESSA GE 
IN Phase and MESSA GE OUT Phase . 

Copyright © 1991 ENDL Publ ications The SCSI Encycloped ia ,  Volume I 



p 20 
Diagram 2 shows a g raphical representation of these six Pointers and how they relate 
to host memory. The left s ide of the d iagram shows the Saved Pointers. The top set of 
three Pointers is for the Current lfO Process . The other three sets represent the 
Saved Pointers for each pending f/0 Processes in the I n itiator. One set of Saved 
Pointers exists for each Nexus that is currently establ ished between the I n itiator and 
al l  Targets. The Saved Pointers must exist for at least the duration of the SCSI 
Command,  and for any add itional t ime that the host requ i res them .  When a Discon­
nect occurs, the Saved Pointers are set aside unti l  a later Reconnect occurs . Put 
another way, the Saved Pointers become active when a Nexus is establ ished or 
revived , and become inactive (but  are retained) when the Nexus is Disconnected .  The 
Saved Pointers may be d iscarded when the Command is completed or  when the l/0 
Process is completed (see Linked Commands) . 

The m idd le of the d iagram shows the Active Pointers .  There is on ly one set of Active 
Pointers on each I n it iator. The Active Pointers are used on ly for the Current 1/0 
Process. When an l/0 Process is Disconnected by a DISCONNECT Message , the 
contents of the Active Pointers are d iscarded. When a Nexus is revived by a Recon­
nect, the Saved Pointers for the Nexus are copied to the Active Pointers . 

The right s ide of the d iag ram shows the Host Memory in the usual "arbitrary square 
box format". Th is box is not to be taken l iterally! What it represents is a place some­
where in the host where Commands, Status, and Data are kept. These cou ld be main 
host memory, a special cache,  or  even inside some kind of super protocol Chip .  
These b locks (pointed to  by  each Active Pointer) are contiguous as  far as  the  SCSI 
bus is concerned ; i f  the host can manage scattered data buffers such that they appear 
contiguous,  that is f ine ( in fact, some do) . 

A word now on exactly what these Pointers represent. To the target, a Pointer 
represents the I n it iator's byte position in the transfer. Th is is a lso t rue for  the I n itiator, 
though it may be associated with a memory location .  For example :  

• The Saved Command Pointer points at byte 0 of the command. To the 
Target, th is m ight represent the fi rst byte in i ts local command buffer. To the 
I n it iator, the Pointer m ight represent the cache memory location in  the Host 
Adapter where the Command is stored . 

• The Active Data Pointer may point at byte 1023 of the data transfer. To the 
Target, th is m ight be the last byte of the 2nd d isk sector of the transfer. To 
the I n itiator, the Pointer m ight be a memory location in a main memory buffer. 

There is a key point here.  It does not matter what the physical nature or represen­
tation of the Pointer, as long as each device manages the Pointer in  a manner 
consistent with the SCSI Pointer model.  
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Diagram 3 shows the  state o f  the Pointers prior to the start o f  a new Command.  The 
Active Pointers are empty/nu i i/"Don't Care" and the Saved Pointers have been loaded 
and are ready for use. Note that the Active Pointers are not loaded unt i l  the N exus is 
establ ished.  
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Diagram 4 shows the state of the Pointers after the Nexus has been estab l ished.  
Specifical ly, the fo l lowing events have happened: 

( 1 ) The I n itiator has entered the ARBITRA TION Phase and successfu l ly 
acqu i red the bus .  

24 

(2) The I n itiator then  entered the SELECTION Phase to  select the Target. The 
I n itiator also set the A TN Signal to create the A ttention Condition . 

(3) The Target saw the ATN Signal and entered the MESSA GE OUT Phase so 
that the I n itiator cou ld send the messages to the Target that establ ish the 
N exus.  

(4) The I n itiator sends the IDENTIFY Message to estab l ish the N exus.  The 
I n itiator may also send a Queue Tag Message to fu rther def ine and restrict 
the N exus .  

When the Nexus is establ ished to the I n itiator's satisfaction ,  it cop ies the contents of 
the Saved Pointers for the Nexus to the Active Pointers. Both sets of Pointers now 
point at the same locat ions in  the Command,  Status,  and Data b locks . 
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Copy the contents of the Saved Pointers to the Active Pointers 
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Diag ram 5 shows the state of the Pointers after the Command Block transfer: 

( 1 ) After the M ESSAG E OUT Phase, the Target enters COMMAND Phase .  

(2) The I n itiator sends  a twelve byte Command Descriptor Block (CDB) . 

After the CDS is transferred , the Active Command Pointer  has been incremented 1 2  
times.  An Active Pointer increments once after every byte that is transferred . An Active 
Pointer always increments (or changes) by bytes no matter what the actual transfer 
width is (see Wide Data Transfer) . As a result, an Active Pointer always points at the 
next byte that wi l l  be sent o r  received by the I n itiator. 

In this case,  the Active Command Pointer points at the starti ng add ress p lus 1 2 . Th is 
is not an overrun of the Command block, s ince the next byte pointed to by the Active 
Command Pointer hasn't been transferred , and shou ldn 't be.  
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Active Command Pointer is incremented 12 times 
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Diagram 6 shows the state of the Pointers part of the way through a data transfer: 

(1) After processing the Command , wh ich happens to be a disk READ com­
mand for two 512 byte sectors, the Target beg ins transferring the data. 
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(2) The In itiator responds to  the DA TA IN Phase and transfers the data to  the 
Data b lock. 

This diagram shows the state of the Pointers after one sector (512 bytes) have been 
transferred .  The Active Data Pointer is incremented 512 times, while the Saved Data 
Pointer remains pointing at the start of the Data b lock. 
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Active Data Pointer is incremented 5 12 times 
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Diag ram 7 shows an example of the use of the SA VE DA TA POINTER Message . We 

are not recommending the use of this Message after every sector (use it to b reak u p  

longer transfers) . The example does show how a transfer can b e  broken into smal ler  

parts to l im it the amount of data that must be re-transferred when an error occurs :  

(1) After  send ing the f i rst sector, the Target changes to  MESSA GE IN Phase to 
send the SAVE DATA POI NTER Message .  

(2) The I n it iator receives the Message and copies the contents of  the Active 
Data Pointer to the Saved Data Pointer. Both Data Pointers are now equal 
to the beg inn ing of the data b lock plus 512 bytes. 

I t  should be noted that,  by accepting the SAVE DATA POI NTER Message ,  the I n itiator 
is ind icat ing that the data was transferred successfu l ly with no  errors. Once the 
Message is accepted by the I n itiator, there is no possib i l ity of a retry of that Data 
without use of the MODIFY DA TA POINTER Message , or  repeat ing the Command .  

Another note: A more common use  o f  the SAVE DATA POI NTERS is pr ior to  a 
Disconnect. After Reconnection ,  the transfer may continue from the point where the 
data transfer was interrupted . 
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Active Data Pointer is copied to Saved Data Pointer 
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Diag ram 8 shows the state of the Pointers after the completion of the data transfer. 
But there was a catch : The I n itiator detected a Parity error du ring the transfer, and 
must perform an Error Recovery: 

32 

( 1 ) After the MESSAG E IN Phase, the Target retu rned to the DATA IN Phase 
to com plete the transfer. 

(2) During the transfer the I n itiator detected a Parity error on the bus .  As soon 
as it detected the error, it asserted the ATN Signal to create the Attention 
Cond it ion .  

(3) When the data transfer i s  complete , the Target responds to the Attention 
Condit ion by go ing to the M ESSAG E OUT Phase. 

(4) The I n itiator sends an /NIT/A TOR DETECTED ERROR Message to the 
Target. Th is informs the Target of the error ,  and leaves the next step up  to 
the Target. 

The Target d idn 't have to wait unti l the end of the transfer to respond to the Attention 
Condit ion . I t  can respond at any t ime, as long as it responds with a MESSA GE OUT 
Phase before go ing to any other Phase. 
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Active Data Pointer is incremented 5 12 more times 
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Diagram 9 shows the state of the Pointers after the preparation for the data transfer 
retry has been com pleted : 

(1 ) After the M ESSAG E OUT Phase , the Target goes to M ESSAG E I N  Phase 
to send the RESTORE POINTERS Message to retry the DATA Phase. 

(2) The I n itiator receives the message and copies al l  Saved Pointers to the 
Active Pointers. 

Notice what happens here:  The Active Command Pointer now points back at the start 
of the Command b lock. Th is is not a problem ; the COM MAN D Phase is h istory. The 
I n it iator (Host Adapter or  host d river software) cannot (repeat ,  cannot) rely on the 
state of the Active Pointers to determine i f  a Phase occurred or  how many bytes were 
transferred , because the R ESTORE POI NTERS function can cause this modification 
to al l  of the Active Pointers . 
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Saved Pointers are copied to Active Pointers 
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Diag ram 1 0  shows t h e  state o f  t h e  Pointers after the d ata transfer retry. This ti m e ,  the 

d ata transfer com pleted without  incid ent. Th e Active Data Po i nter i n crem ents to point 
at the end of the Data b lock. The Saved Data Pointer sti l l  poi nts at byte 5 1 2 . 
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Active Data Pointer is incremented 5 12 more times again 
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Diagram 11  shows the state of the Pointers after Status byte transfer:  

( 1 ) The Target has com pleted the DATA IN Phase and switches to S TA TUS 
Phase.  

58 

(2) The I n itiator takes the Status byte from the Target and stores i t  in  the Status 
byte location in  host memory. 

The Status byte needs a Pointer pair on ly because of the need to be able to retry the 
Status transfer. I t  was s imp ler  to define Status Pointers rather than def ine a special 
"Status retry" p rocedu re s im i lar to the Message System .  (Also,  back in  the ear l ier days 
of the SCS/- 1  development, the d raft Standard had two Status bytes! )  

Th is d iag ram also shows the f ina l  state of  the Pointers just prior to Disconnect: 

• The Saved Command Pointer sti l l  points at the start of the Command b lock, 
s ince the Saved Command Pointer cannot be changed du ring the execution 
of the Command . 

• The Active Command Pointer also points at the start of the Com m and b lock 
because of the R ESTORE POI NTERS Message du ring the DATA I N  Phase. 

• The Saved Data Pointer points at the midd le of the Data b lock because of the 
SAVE DATA POI NTERS Message during the DATA I N  Phase.  

• The Active Data Pointer points at the end of the Data b lock as a resu lt of 
being incremented du ring the DATA I N  Phase. No  other  events intervened to 
mod ify the Active Data Pointer after the DATA I N  Phase . 

• The Saved Status Pointer sti l l  points at the Status byte, s ince the Saved 
Status Pointer cannot be changed during the execution of the Command .  

• The Active Status Pointer  points after the Status byte a s  a resu lt of be ing 
incremented once du ring the STATUS Phase. 
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Active Status Pointer is incremented once 
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Diagram 12 shows the state of the Pointers after the completion of the Command:  

(1) The Target changed from STATUS Phase to M ESSAG E IN Phase to send 
the COMMAND COMPLETE Message. 

(2) The I n itiator accepts the COMMAN D COM PLETE Message and d iscards 
the Active Pointers . 

(3) The Target goes to BUS FREE Phase and the Command (and 1/0 Process) 
is completed . 

The Saved Pointers shou ld be d iscarded since they cannot be counted upon to 
contain mean ingful data. For example,  the Saved Data Pointer now points into the 
m idd le of the Data block. I n  many systems the host would have no knowledge of 
messages exchanged with the Target, and so would not know why the Saved Data 
Pointer had changed.  
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Active Pointers are no longer valid 
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We wi l l  now proceed with some other examples of Path Contro l us ing the DISCON­
NECT Message and the MODIFY DA TA POINTER Message. 
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Diagram 13 picks up  the action in  the previous example after t he  transfer o f  t he  SAVE 
DATA POI NTERS Message from the Target to the I n itiator (as shown in Diag ram 7) . 
Un l ike the previous example, the Target wi l l  now Disconnect from the bus so that it 
may perform a seek to the other sector: 

(1) After the 512 byte DATA I N  Phase, the Target changes to MESSAG E I N  
Phase and sends the SAVE DATA POI NTERS Message.  

(2) The I n it iator accepts the Message and copies the Active Data Pointer to the 
Saved Data Pointer. 
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Active Data Pointer has been copied to Saved Data Pointer 
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Diagram 1 4  shows the state of the Pointers after the Disconnect: 

(1 ) After sending the SAVE DATA POI NTER Message ,  the Target stays in 
MESSAG E I N  Phase to send the DISCONNECT Message . 

(2) The I n itiator accepts the D ISCONN ECT Message and d iscards the Active 
Pointers. 
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(3) The Target goes to BUS FREE Phase and the Command is Disconnected . 
The Target wi l l  continue to process the Command off- l ine .  

Once the Command is Disconnected ,  the I n itiator sets the Saved Pointers aside .  They 
remain set aside unt i l  the Target Reconnects to that Nexus . Other  N exuses may be 
revived in the inte rven ing time ,  so the I n itiator must be sure to have enough space to 
store the Saved Pointers for all pending Commands. 
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Active· Pointers are no longer valid; Saved Pointers are set aside 
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Diagram 1 5  shows the state of the Pointers after a Reconnect: 

( 1 ) The Target enters the ARBITRA TION Phase and acqu i res the bus .  

(2) The Target then enters the RESELECTION Phase to reconnect to the 
I n it iator. 
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(3) The Target then enters the MESSA GE IN Phase to send the Messages to 
the I n it iator that revive the Nexus. 

(4) The I n itiator receives the IDENTIFY Message to revive the N exus.  The 
Target may also send a Queue Tag Message to further def ine and restrict 
the Nexus,  but on ly if the Nexus was orig inal ly establ ished by the I n it iator 
with a Queue Tag Message.  

When the Nexus is identified to the I n itiator's satisfaction ,  the contents of the corre­
sponding Saved Pointers are copied to the Active Pointers .  Both sets of Pointers now 
point at the same locations in the Command,  Status, and Data b locks . 

The command now proceeds as in  Diagram 6.  
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Copy the contents of the Saved Pointers to the Active Pointers 
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The next example demonstrates the MODIFY DA TA POINTER Message. 

Diagram 16 shows the state of the Pointers before a MODI FY DATA POI NTER 
Message. The Target has just completed the COMMAND Phase (see Diagram 5) and 
taken in a READ command .  I n  this example, however, the Target is a cach ing device, 
which means that it may have some of the requested sectors resident in a cache 
memory for faster access. 

In this example ,  the Target has the second sector requested already available in 
cache,  but it m ust get the f i rst sector from d isk. The optimum solution for the Target is 
to beg in send ing the second sector to the I n itiator wh i le fetch ing the f i rst sector from 
d isk. The MOD IFY DATA POI NTER Message is used to ach ieve th is solution .  

The SCSI  Encycloped ia,  Volume I Copyright © 1 991 ENDL Publ ications 



49 

Command Transfer Complete; Ready for DATA IN Phase 

rred 

Saved Pointers 

to byte 12 
of Command Block 
(end of block) 

Active Pointers Host Memory 

D IAGRAM 1 6 : POI NTERS BEFORE MOD I FY DATA POI NTER 

p 

0 
0 
3 
3 
ro ::J 
Q_ 

0 
� 
ro 

ro ::J 
Q_ 
(J) 
.-+ 

� c (f) 
rn 
0 
0 ;;:::::­(/') 
::J 
I 
0 (f) 
.-+ 

Copyright © 1 99 1  ENDL P u bl i cations The SCSI Encycloped ia, Vo l u me I 



p 
Diag ram 1 7  shows the state of the Pointers after the MOD I FY  DATA POI NTER 
Message :  

50 

( 1 ) The Target changes from COM MAN D Phase to the MESSA GE IN Phase to 
send the MODI FY DATA POI NTER Message.  The M essage contains  an 
offset of +51 2 bytes .  

(2) The I n itiator accepts the Message and adds 5 1 2 bytes of offset to the Active 
Data Pointer. The Saved Data Pointer is not affected .  

Note that even though t he  Active Data Pointer now points at byte 5 1 2 of t he  Data 
block, no data has yet been transferred . 
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Add 5 12 Bytes to Active Data Pointer 
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Diagram 18 shows the state of the Pointers after the fi rst sector data transfer after the 
MODI FY DATA POI NTER M essage: 

(1) The Target switches from M ESSAG E IN Phase to DA TA IN Phase and 
beg ins transferring the data for the second sector. 

(2) The I n itiator responds to the DA TA IN Phase and transfers the second 
sector to the second half of the Data block. 

Th is d iagram shows the state of the Pointers after on ly the second sector (512 bytes) 
has been transferred .  The Active Data Pointer is incremented 512 t imes and now 
points at byte 1 024, wh i le the Saved Data Pointer remains point ing at the start of the 
Data block. 
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Active Data Pointer is incremented 5 12 times 
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I n  order to send the fi rst requested sector, the Target must mod ify the Active Data 
Pointer again .  Diag ram 19 shows the state of the Pointers after the second MOD I FY  
DATA POI NTER Message :  

(1 ) The Target changes from DATA I N  Phase to MESSA GE IN Phase t o  send 
the second MODI FY DATA POI NTER Message.  The Message contains an 
offset of -1 024 bytes. 

(2) The I n itiator accepts the Message and subtracts 1024 bytes of offset from 
the Active Data Pointer. Again ,  the Saved Data Pointer is not affected . 

Note that now the Active Data Pointer points at byte 0 of the Data b lock, even though 
one sector's worth of  data has been transferred . 

Note that techn ically the R ESTORE POI NTERS Message cou ld also have been used 
here instead of the MODI FY DATA POI NTER Message.  The MODI FY DATA POI NT­
ER Message is used s ince it is a more general solut ion for random access with in  the 
host data block. 
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The fi rst sector requested is now available for transfer to the I n itiator. Diag ram 20 
shows the state of the Pointers at the end of the data transfer after the second 
MODI FY DATA POI NTER M essage:  

(1 ) The Target switches from M ESSAG E IN Phase to DA TA IN Phase and 
beg ins transferring the data for the fi rst sector. 

56 

(2) The I n it iator responds to the DA TA IN Phase and transfers the fi rst sector 
to the f irst half of the Data b lock. 

The d iagram shows the state of the Pointers after two sectors (1 024 bytes) have been 
transferred .  The Active Data Pointer is incremented 5 1 2 t imes and now points at byte 
51 2,  whi le the Saved Data Pointer remains point ing at the start of the Data b lock. 
Note that now the Active Data Pointer points at byte 51 2 of the Data b lock, even 
though two sectors' worth of data have been transferred .  

The Target now continues with STA TUS Phase as shown in Diag ram 1 1 .  

The use of M essages to control path options are covered u nder Synchronous Data 
Transfer and Wide Data Transfer. See also Messages . 

The use of M essages to manage the exchange of other M essages is covered in  
Message System . 
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Active. Data Pointer is incremented 5 12 times 
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Power-On to Selection Time. tpost = 10 sec recommended. Th is is defined 
as the t ime from .. power appl ication .. to when a Target is able to accept certain  
Commands from an I n it iator. Th is is one of those . .  funny . .  th ings in  SCSI  where you 
aren't even sure how anyone wi l l  know the d ifference. In those cases where the Host 
actual ly knows when a Target's power was appl ied (e .g . ,  they share the same power 
supp ly or  the host controls the Target's power sequence) , this he lps design t imeouts 
in the Host System .  

The Commands that the Target must b e  able to execute (see later Volumes of the 
SCSI Encycloped ia for detai ls) : 

• TEST U N IT READY 
• I NQU I RY 
• R EQU EST SENSE 

Protocol Chips. See  Chips .  

Pull-Up. See Active Pull-Up .  

The SCSI Encycloped ia ,  Volume I Copyright © 1 991  ENDL Publ ications 



59 Q 

Queue. 

Queue Tag. 
Queue Tag Messages. I 
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Queue. A Queue i s  used b y  a Target to manage more than o n e  ljO Process at a 
t ime. My d ict ionary says that a Queue is a p igtai l (whoops) ; the second def in it ion is "A 
l ine ,  as of persons waiting to be served" .  A SCSI Queue is a l ine of 1/0 Processes 
wait ing to be executed . 

The need for a Queue is i l lustrated in Diag ram 21 . The need arises because of the 
abi l ity of a Target to Disconnect from the bus in the m idd le of an 1/0 Process. 

• I n it iator #1 (we could cal l h im Isaac) Connects to the Target (who we cou ld 
call Tanya) to start an 1/0 Process and send her a SCSI Command. Tanya 
decides to com plete the operation without further interaction with Isaac, so 
she Disconnects from Isaac (recall that she says good-bye by send ing the 
DISCONNECT Message !) . 

• I n it iator #2 (who we cou ld cal l lzzy) cal ls up ,  er, Connects to Tanya to send 
her a SCSI Command .  

Tanya now has a problem . She has a request ( 1/0 Process) outstanding from I saac, 
and here comes lzzy with another request: 

• She cou ld just say to lzzy "Sorry I 'm Busy" by retu rn ing BUSY Status . Th is is 
legal under SCS I ,  but not very n ice; this is someth ing an old SA SI Target 
would do. Also , it kind of defeats the benefits of D isconnect. 

• A better th ing to do is to Queue the new 1/0 Process from lzzy. All Tanya has 
to do is Disconnect from lzzy (who was l ikely expect ing it anyway; Tanya is 
popu lar) .  The other th ing she has to do is save lzzy's Command in a safe 
place ( i . e . ,  a "Queue") unti l  she is done with Isaac. 

After she f in ishes Isaac's request, she retrieves lzzy's request from the Queue 
(activates h is 1/0 Process) , and starts executing i t .  I n  th is case, l zzy's request takes 
longer to comp lete because of the delay caused by fin ish ing I saac's request. 

An Important Note. During this d iscussion , we are referring to a Queue for a s ing le 
Logical Unit. Each Log ical Un it has its own Queue.  If a Target has more than one 
Log ical Un it ,  then i t  wi l l  have a Queue for  each . Each Queue operates independently 
for the most part. The on ly exception is that an 1/0 Process ready to be executed at 
the front of a Queue may have to wait if an Active 1/0 Process is us ing Target 
resources requ i red by the Queued 1/0 Process. 

The SCSI Encycloped ia ,  Volume I Copyright © 1 99 1  ENDL Publ icat ions 



6 1  

I n it iator #1  
( I saac) 

I n it iator #2 ( l zzy) 

.. .. 

1- - - - - - -41 _llo.. 
� ,.. 

� ... 

��- - - - - � 

Isaac Connects to Tanya 
and sends a Command. 

I Tanya Disconnects. 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

- - - - - - � 
.... .... Target 
...... ,.. (Tanya) - - - - - - � I 

I 
I 
I 
I 
I 
I 
I 
I 
I lzzy Connects to Tanya and 
I sends a Command while 

Tanya is still working on 
Isaac 's Command. 

, ,  

DIAG RAM 2 1 : TH E CASE FOR Q U E U I N G  

Q 

Copyright © 1 991  ENDL Pub l icat ions The SCSI Encycloped ia ,  Volume I 

I 



Q 62 
There are two types of  Queu ing defined by SCSI :  

• Untagged Queu ing .  Th is is the s implest type of  Queue,  and very easy for a 
Target to manage .  At most, one command is accepted from each In itiator. 
More than one command from each In itiator cannot be accepted because, on 
Reconnect, the I n itiator would not know which 1/0 Process was Reconnect­
ing .  (Why? Because the IDENTIFY Message on ly ind icates which Log ical 
Un it ,  not wh ich 1/0 Process. See Nexus .) The maximum Queue length is a 
number of e lements per Log ical Un it equal to the possible number  of SCSI-1 
or SCSI-2 I n it iators in the system ,  minus one for the actively executing com­
mand . For example ,  i f  up  to 7 I n itiators are supported in  the system ,  then the 
maximum Queue length per  Log ical Un it is 6.  A shorter Queue length may 
also be implemented . 

• Tagged Queu ing .  Th is type of Queuing solves the l im itation of Untagged 
Queuing , and is real ly not that much harder for a Target to manage.  The 
d ifference is  that the I n itiator fol lows the I DENTI FY Message with a Queue 
Tag Message . Th is al lows the Target to accept up to 256 commands from 
each I n itiator. The maximum Queue length is a number of e lements per 
Log ical Un it equal to 256 Tags t imes the possib le number of SCSI -2 I n itiators 
in the system ,  m inus  one for the actively executing  command .  For example ,  if 
u p  to 7 I n it iators are supported in the system ,  then the maximum Queue 
length per Log ical Un it is (256 * 7) - 1 ,  or 1 791  e lements . A shorter Queue 
length may a lso be implemented . 

Untagged Queu ing .  Diag ram 22 shows how Untagged Queuing works. The Queue 
itself records the I n it iator and (optional ly) the Command Descriptor Block (CDB) 
itself. Note that the Standard does not requ i re Fi rst- I n  Fi rst-Out (FI FO) q ueu ing of the 
commands,  but we feel th is is implementation is the fai rest (of them al l  . . .  ) .  
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The Queue can be described as a "C"  language data structu re : 

I I  de f ine Un t agged Queue da ta s truc tur e s  and c ons t an t s  

#de f ine  MAX CDB S I ZE 1 0 I I  6 and 1 0 by t e  CDB s a c c ep t ed 

#de f ine MAX_QUEUE_S I Z E 6 I I  number  o f  I n i t i a t o r s suppor t ed 

s t r uc t  queue e l ement { 
uns i gned- ini t i a t o r  : 3 ;  
uns i gned char c db [MAX_CDB_S I Z E ] ; 

I I I ni t i a t o r  S CS I  Addr e s s  
I I Command B l o c k  

s t ruc t queue_e l emen t queue [MAX_QUEUE_S I ZE ] ; I I  thi s i s  the queue 
I I  i t s e l f 

i n t  l a s t  e l ement - 1 ;  I I  index to  l a s t e l ement i n  queue 
I I  - 1 means the Queue i s  emp ty 

s t ruc t queue_e l ement new_pr o c e s s ; I I  new i n c oming pr o c e s s  

NOTE: The "lr ind icates a code comment to the end of the l ine .  This convention is 
re latively new for the ANSI  "C" defin ition .  
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Lotsa notes : 

• MAX_ CDB _S I ZE can be set to 1 2, if 1 2  byte COBs are supported . 

• MAX_QUEUE_S I Z E can be reduced to save storage al located to the Queue.  I t  
does not have to be 6 ;  a Target wi l l  seldom ,  if ever, be p resented with a fu l l  
comp lement of commands.  

• The s t r uc t  statement defines the f ie lds of each e lement in  the Queue .  The 
"3" makes the i n i t i a tor  f ields 3 bits wide .  

Q 

• The second s t r uc t  declares the queue itself as an array of queue  e lements , I and the th i rd one declares a s ing le e lement used as a ho lder  for the new 
incoming 1/0 Process.  

• The variable l a s t_e l emen t is an index for the queue array,  which always 
points at the last val id entry in the queue .  When l a s t_ e l ement  is set to 
" - 1 " ,  the queue is empty. 

If you don 't know "C" ,  try and treat th is (and later examples) as "pseudo-code" .  We wi l l  
endeavor, fo r clarity, not to  use "clever C tricks" .  We know you "C" hacks out  there 
cou ld pol ish up  th is code n ice ly. Also , we know you assem bly language hacks out 
there can convert th is to assembly in you r  sleep . . .  
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Queue management i s  a snap (wel l ,  compared to the Message System . . . .  ) .  When a 
Target receives a new 1/0 Process from an I n itiator, the fi rst step is to see if there is a 
place for it : 

/ /  t e s t  whe ther to a c c ep t  the new I /O Pr o c e s s  

/ /  t e s t tha t the I /O Pr o c e s s i s  va l i d and i s  no t r edundant 

for ( i  = 0 ;  i < =  l a s t  e l emen t ; i + + ) 
i f  ( queue [ i ]  . i niti a t o r  = = new pr o c e s s . i n i t i a t o r ) 

abor t c ommand ( queue [ i ] ) ; -/ / abor t the queued c ommand 
- / / and dump the new one 

/ /  i f  no o ther I / O P r o c e s s  i s  ac t ive , 
/ / and the Queue i s  emp ty , then j u s t  s t ar t the I /O P r o c e s s  

i f  ( ( l un ac t ive = =  I NACT IVE ) &&  ( l a s t  e l emen t = =  - 1 ) ) 
ac t iva t e_p r o c e s s ( new_pr o c e s s ) ;  -

/ /  i f  the I DENT I FY Me s s age doe s  no t a l l ow the Tar g e t  t o  
/ / D i s c onne c t 

i f  ( di s c onne c t okay = =  NOT OKAY ) 
r e tu r n_s t a t u s ( BUSY_STATUS ) ;  

/ /  i f  the l a s t e l emen t i n  the queue i s  o c cup i ed 

i f  ( l a s t  e l emen t = =  MAX QUEUE S I Z E - 1 )  
r e tu r n  s ta tu s ( BUSY-STATUS) ; - -
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Notes: 

• The fi rst test determines whether the new 1 /0 Process is correct. I f  the new 
1/0 Process is for a Nexus that already exists ( i .e . ,  there is a l ready a com­
mand queued for the I n itiator) , then both the new and the q ueued 1 /0 Pro­
cess are aborted . 

Q 

• The second test determ ines whether queu ing is even necessary. If the 
Log ical Un it is currently inactive, meaning no other l/0 Process is active , then 
there may be no  need to queue the new 1/0 Process. We also check for an 
e mpty Queue just in  case the Target has not had a chance to start the next I 1/0 Process at the front of the Queue.  

• The th i rd test checks to see that the I n itiator al lowed the Target to Disconnect 
when it sent the I DENTI FY Message (a bit in the M essage selects th is) . I f  
not, then the Target cannot Disconnect to f in ish the cu rrently Active 1/0 
Process .  A Target do ing Untagged Queuing should then change to S TA TUS 
Phase and retu rn BUSY Status . 

• The fou rth test checks to see if the Queue is fu l l .  If the Queue is fu l l ,  the test 
fai ls and the Target retu rns BUSY Status. If the MAX _QUEUE_ S I Z E is 6 (the 
maximum poss ib le number of I n itiators) , then the test wi l l  always pass . 
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At th is point the new 1/0 Process can b e  accepted into the Queue,  and t h e  fol lowing 
code fragment i l lustrates how: 

/ / pu t the new I / O P r o c e s s  i n t o  the Queue 

/ /  Put i t  at the f r on t  

l a s t e l ement + + ; 
queue [ l a s t_e l emen t ] 

Notes: 

/ /  incr ement to next e l ement 
new_p r o c e s s ;  / / c opy new t o  queue 

• First, we increment l a s t_e l ement so that it points at the f i rst empty ele­
ment at the end of the queue.  The + +  is an increment operator in  "C" .  

• Then we copy the new_process information to the end of the queue .  
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Told you i t  was easy. Taking the next element from the front o f  the q ueue i s  almost as 
easy ( "Next Please ! ") :  

I I  ge t the next I IO P r o c e s s  o f f  the Queue 

ac t iva t e_p r o c e s s ( queue [ O ] ) ;  I I  s tar t the next pr o c e s s  

f o r  ( i  = 1 ;  i < =  l a s t  e l emen t ; i + + ) 
queue [ i - 1 ] = queue [ i ] ; I I shi f t  ever ybody up 

l a s t_e l emen t - - ;  I I  dec r ement e l ement i ndex 

Notes:  

Easy! 

• First, we activate the process at the front of the Queue,  wh ich by defin it ion is 
queue [ O ] . Depending on what the ac t iva t e_pr o c e s s funct ion does,  it 
may be better to do th is last. I f  the code that fo l lows may not get executed , 
then queue [ o ]  wil l  have to be copied to a temporary variable before activat­
ing it. (Th is is i l l ustrated in Tagged Queu ing below.) 

• The next step is a f o r loop that copies the Nth e lement to the N- 1 th e lement. 
Th is effectively "moves u p" the l ine.  

• l a s t e l ement is decremented to account for the e lement removed from the 
l ist. 

What about the In it iator? The on ly responsib i l it ies of the I n itiator are :  

Easy! 

• I ssue the 1/0 Process us ing the I DENTI FY Message with the "D isconnect OK" 
b it set to one .  

• Only have at  most one 1/0 Process issued to  each Log ical Un it. Don't issue 
two 1 /0 Processes to the same Log ical Un it at the same t ime. At best, both 
processes are aborted . At worst, you ' l l  screw up the Target. 

Q 
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Tagged Queu ing .  We know th is sounds scary, but it real ly isn 't too bad . The good 
news is that the SCSI-2 Standard g ives a very good description of how to reorder  
Tagged 1/0 Processes and hand le  new Tagged l/0 Processes coming in  (real ly rather  
remarkable . . .  ) .  See the  section in  the  standard on "Queued 1/0 Processes" ,  and  the  
Appendix on "Data I nteg rity and 1/0 Process Queu ing" .  We' l l  be elaborating and f i l l ing 
in the cracks here.  

Diag ram 23 shows the f low of commands in  a Tagged Queue. Commands Tagged 
with Ordered or  Simple Queue Tags ,  and untagged com mands,  are always p laced at 
the rear of the Queue in it ial ly. Tagged commands with Ordered Queue Tags and 
untagged commands keep their  p lace in l ine .  Tagged commands with S imple Queue 
Tags may be rearranged amongst themselves. 

Commands tagged with H ead of Queue Tags always enter at the front of the Queue.  
If another  command with a Head of  Queue Tag comes into a Queue that already has 
a Head of Queue Tag , then the new command bumps the existing  command and 
takes the front of the Queue for itself. 
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DIAG RAM 23 : TAG G E D  Q U EU I NG 
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Like we d id  for Untagged Queuing ,  the Tagged Queue can be described as a "C" 
language data structu re : 

I I  de f ine Tagged Queue da t a  s t ruc tur e s  and c on s t an t s  

# de f i ne MAX CDB S I ZE 

#de f ine MAX_QUEUE_S I ZE 

s t ruc t queue e l ement 

1 0  I I  6 and 1 0  by t e  CDB s a c c ep t ed 

1 0 0  II max spa c e  ava i l ab l e  i n  Tar g e t  

72 

uns i gned- i n i t i a t o r  : 3 ;  
uns i gned tag_type : 2 ;  
uns i gned char tag ; 

I I I n i t i a t o r  S C S I Addr e s s  
I I Queue Tag Me s s age typ e 
I I Queue Tag 

uns i gned char c db [MAX_CDB_S I ZE ] ; I I Command B l oc k  

I I  po s s ib l e  va lue s f or tag_ type 

#de f ine TAG NONE 0 I I  no tag ( I  T x Nexu s ) 
#de f ine TAG S IMPLE 1 I I  s imp l e  queue tag 
# de f ine TAG HEAD 2 I I  head o f  queue tag 
#de f i ne TAG ORDERED 3 I I  or der ed queue tag 

s t r u c t queue_e l ement queue [MAX_QUEUE_S I ZE ] ; I I  thi s i s  the queue 
I I  i t s e l f 

i n t  l a s t e l emen t - 1 i I I  index to l a s t  e l emen t i n  queue 
I I  - 1 mean s the Queue i s  emp ty 

s t r uc t  queue_e l emen t new_pr o c e s s ;  I I  new i n c om i ng pr o c e s s  

s t ruc t queue_e l emen t t emp_e l ement ; I I  t empor ary e l emen t s t o r age 
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Notes: 

• MAX_ CDB _s I ZE can be set to 1 2 , if 1 2  byte COBs are supported . 

• MAX_QUEUE_S I ZE for a Log ical Un it can be chosen to save storage al located 
to the Queue .  It does not have to be 256 * the number  of I n itiators supported . 
A Target is un l ikely to be presented with a fu l l  comp lement of l/0 Processes. 

• The s t r u c t statement def ines the f ields of each e lement in  the Queue.  The 
"3" makes the i n i t i a t o r  f ields 3 b its wide .  The "2" makes the tag_ type 
f ie ld 2 b its wide .  No  sense wasting memory. 

• The tag_ typ e f ie ld ind icates wh ich Queue Tag Message was received .  Th is 
f ie ld is used to decide where to put newly received 1/0 Processes, and also 
how to hand le re-ordering them.  The tag f ie ld is the Queue Tag from the 
Queue Tag Message .  

• The second s t r u c t declares the queue itself as  an array of  queue e lements ,  
and the th ird one declares a s ing le  e lement used as a ho lder  for  the new 
incoming 1/0 Process.  

• The variable l a s t_e l ement is an index for the queue array, wh ich always 
points at the last val id entry in the queue.  When l a s t_e l emen t is set to 
"-1 " ,  queue is empty. 

Q 
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Like Untagged Queuing , when a Target receives a new l/0 Process from an I n itiator, 
the fi rst step is to see if there is a place for it. There is the same number of steps as 
Untagged Queuing , on ly a couple of detai ls change: 

/ /  t e s t whe ther to ac c ep t  the new I /O Pr o c e s s  

/ /  t e s t  tha t the I /O P r o c e s s  i s  va l i d and i s  no t r edundant 
/ / Abor t a l l  c ommands f o r  the Ini t i a t o r  on any c on f l i c t  

/ /  s e e  i f  ther e i s  an I_T_x Nexus a l r eady i n  the Queue 
/ /  f o r  the I n i t i a t o r  

f o r  ( i  = 0 ;  i < =  l a s t  e l emen t ; i + + ) 
i f  ( ( queue [ i ]  . i n i t i a tor = =  new pr o c e s s . i n i t i a t o r ) 
& &  ( queue [ i ]  . tag type = =  TAG NONE ) ) / /  1 1 & & 1 1  i s  1 1 AND 1 1  

abor t a l l ( new pr o c e s s . ini t i a tor ) ;  I I  abor t a l l - -
I I  c ommands 

I I  s e e  i f  t h e r e i s  an I T  L Q Nexu s a l r eady in the Queue 
/ /  f o r  the s ame I n i t i a t o r-and Queue Tag 

f o r  ( i  = 0 ;  i < =  l a s t  e l ement ; i + + ) 
i f  ( ( queue [ i ]  . i n i t i a t o r = =  new pr oc e s s . i n i t i a t o r ) 
& &  ( queue [ i ]  . t ag = =  new pr o c ess . tag ) ) 

abor t a l l ( new pr o c ess . i n i t i a to r ) ; I I  abo r t a l l  
- - / / c ommands 

/ /  i f  no o ther I / O Pr oc e s s  i s  ac t ive , 
/ / and the Queue i s  empty , then j u s t  s t ar t the I /O P r o c e s s  

i f  ( ( lun ac t ive = =  INACT IVE ) & &  ( l as t e l emen t = =  - 1 ) ) 
ac t iva t e_pr o c e s s ( new_pr o c e s s ) ; -

/ /  i f  the I DENT I FY Me s s age do e s  no t a l l ow the Tar g e t  to 
II  D i s c onne c t 

i f  ( di s c onne c t  okay = =  NOT OKAY ) 
r e tur n_s t a t u s ( BUS Y_STATUS ) ; 

/ /  i f  the l a s t  e l emen t i n  the queue i s  o c c up i ed 

i f  ( l a s t e l ement = =  MAX QUEUE S I ZE - 1 )  
r e tur n_s ta tu s { QUEUE_FULL=STATUS ) ;  
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Notes: 

• The f i rst two tests determ ine whether the new l /0 Process is correct. If the 
new 1/0 Process is for an I_ T _x Nexus that already exists (i .e . , there is 
a l ready an u ntagged command queued for the I n it iator) , then both the new 
and the queued 1/0 Process are aborted.  If the new 1/0 Process is for an 
I_ T _L_Q Nexus that already exists (i .e . ,  there is a l ready a tagged command 
q ueued for the I n itiator for the same Tag value) , then the new 1/0 Process 
and all other queued 1/0 Processes for that I n itiator are aborted . 

• The th i rd test determines whether queu ing is even necessary .  If the Log ical 
Un it is currently inactive, meaning no other 1/0 Process is active, then there 
may be no need to q ueue the new 1/0 Process. We also check for an empty 
Queue just i n  case the Target has not had a chance to start the next 1/0 
Process at the front of the Queue. 

• The fou rth test checks to see that the I n itiator al lowed the Target to Discon­
nect when it sent the I DENTI FY Message (a b it i n  the M essage selects th is) . 
If not ,  then the Target cannot Disconnect to f in ish the currently Active 1/0 
Process.  A Target do ing Tagged Queuing shou ld then change to STA TUS 
Phase and retu rn BUSY Status . 

• The fifth test checks to see if the Queue is fu l l .  If the Queue is fu l l ,  the test 
fai ls and the Target retu rns QUEU E FU LL Status (note that BUSY Status is 
retu rned for Untagged Queuing) . If the MAX_QUEUE_S I ZE is the maximum 
poss ib le number  o f  I n itiators t imes the  maximum number  o f  Queued 1/0 
Processes , then the test wi l l  always pass. 

Q 

Copyright © 1 991  ENDL Pub l icat ions The SCSI Encycloped ia ,  Volume I 



Q 
At this point the new 1/0 P rocess can be accepted into the Q u e u e .  For Tagged 
Queu ing ,  th is is a l ittle  harder,  but  not m uch: 

I I  pu t the new I I O P r o c e s s  i n t o  the Queue at the 
I I  appr opr i a t e  p l a c e  

I I  i f  t h e  Queue i s  emp t y , then put i t  a t  t h e  f r on t  

i f  ( l a s t  e l ement = =  - 1 )  
{ 
l a s t  e l emen t + + ; 
qu eue [ O ]  new_p r o c e s s ; 
} 

e l se i f  ( ( new p r o c e s s . tag type 
I I ( new=p r o c e s s . t a g=type 
{ 

I I  i n c r eme n t  t o O th e l ement 
I I  c opy new to queue 

TAG ORDERED ) 
TAG=NONE ) )  I I " I  I "  i s  " OR "  

l a s t e l emen t + + ; 
queue [ l a s t  e l emen t ]  
} 

I I  i n c r ement t o  next e l ement 
new_pr o c e s s ; I I  c opy new to l a s t  

e l s e  i f  ( new pr o c e s s . t a g  type TAG S IMPLE ) 
{ 

-
-

l a s t e l ement + + ; 
queue [ l a s t  e l emen t ]  
r e  o r der ( queu e ) ;  
} -

I I  i n c r ement t o  next e l emen t 
new pr o c e s s ; I I  c opy n ew t o  l a s t  

71 r ede f i ne the o r de r  

e l s e  i f ( new p r o c e s s . tag type = = TAG HEAD ) 
{ 

-
- -

f o r  ( i  = 0 ;  i < =  l a s t e l emen t ; i + + ) 
queue [ i + l ]  = queue [ i ] ; I I  s h i f t  eve r ybody back 

l a s t  e l emen t + + ;  I I  i n c r ement e l eme n t  index 
queue [ O ]  new_pr o c e s s ; I I  c opy new t o  f r o n t  
} 

76 
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Notes: 

• I f  the Queue is empty (l a s t_e l ement = - 1 ) ,  then we put the new 1/0 
Process at the start of the Queue. This first test is done to skip the overhead 
that may be associated with later tests (e .g . ,  shifting or re-order ing elements) . 
An index of "0" is specified because it may be a l ittle faster to execute . . . .  

• I f  the Tag i s  a n  "Ordered" Queue Tag , o r  there i s  n o  Tag because th is i s  an 
I_ T _x N exus,  then the 1/0 Process is always added to the end of the Queue.  
l a s t_e l ement is incremented to point at  the new last e lement in queue.  

• I f  the Tag is a "Simple" Queue Tag , then the 1/0 Process is added to the end 
of the Queue. l a s t_e l ement is incremented to point at the new last e le­
ment in  queue .  Then ,  a cal l  to a " re-order" function is made to see if the new 
e lement can be rearranged relative to the other "Simp le" e lements in  the 
Queue. More on  that later. 

• I f  the Tag is a " Head of Queue" Queue Tag , then the 1/0 Process is always 
added to the front of the Queue. First, a l l  of the other e lements in the Queue 
are moved back one p lace ; this is the purpose of the f or loop .  
l a s t_e l ement is incremented to  point at  the new last e lement in  queue.  
Final ly,  the new 1 /0 Process is copied to the empty element at the front of the 
Queue. Note that any prior "Head of Queue" Tags in the Queue wi l l  be 
pushed back as wel l .  

Q 
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That wasn't too bad , we hope.  Taking the next element from the front of the q ueue is 
same as Untagged Queuing . This time, we' l l  do the .. activate .. last: 

/ / g e t  the next I /O Pr o c e s s  o f f  the Queue 

t emp_e l ement = queue [ O ] ; / /  c opy f r ont e l ement t o  t empo r ar y  
/ / var i ab l e  

f o r  ( i  = 1 ;  i < =  l a s t  e l ement ; i + + ) 
queue [ i - 1 ] = queue [ i ] ; / I shi f t  ever ybody back 

l a s t_e l ement - - ;  / / dec r ement e l ement i ndex 

ac t iva t e_pr o c e s s ( t emp_e l emen t ) ; / /  s tar t the next pr o c e s s  

Notes :  

Easy! 

• First, we copy the element at the front of the Queue (queue [ o J )  to a tempo­
rary variable for later use. We want to f inish the management of the Queue 
before starting the next Process. 

• The next step is a f o r  loop that copies the Nth element to the N - 1 th element. 
Th is effective ly .. moves up .. the l ine. 

• l a s t  e l emen t is decremented to account for the e lement removed from the 
l ist .  

• The 1 /0 Process is activated by cal l ing ac t iva t e_pr o c e s s  and specifying 
the temporary variable we set earl ier. 
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What about the In it iator? The main  responsib i l it ies of  the I n it iator are : 

Easy! 

• I ssue the 1/0 Process us ing the I DENTI FY Message with the "D isconnect OK" 
bit set to one .  

• Each Queue Tag issued by the I n itiator must be un ique for each Log ical Un it . 
The I n itiator may not start an 1/0 Process with a Queue Tag that is the same 
as the Queue Tag for an 1/0 Process that the Target already has q ueued or 
active . 

Gett ing the Most out  of you r  Tagged Queue. The on ly real reason to use Tagged 
Queuing is to al low the Target to re-order the 1/0 Processes received .  I t  might  be n ice 
to be able to toss every command from the Host System out to the Target, but an 
I n itiator cou ld also do that kind of queuing with l ittle prob lem .  Tagged Queu ing real ly 
comes into its own when the Target is al lowed to decide the execution order of 
Tagged 1/0 Processes. 

Th is re-order ing is done for some very typical reasons.  For example ,  when several 
req uests are received by a d isk, the amount of time spent seeking for d ifferent sectors 
can be reduced by sorting the requests into the appropriate order. Table 1 0  shows 
how th is re-order ing into ascend ing order can improve performance . 

Q 
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TABLE 1 0 :  TAGGED QUEUING RE-ORDERING EXAMPLE 

Without Tagged Queuing I I With Tagged Queuing 

Block Accessed I Seek Time (ms) I I Block Accessed I Seek Time (ms) 

start at b lock 0 --- start at b lock 0 ---

1 000 1 0  0 0 

2000 1 0  1 0 

0 1 5  1 000 1 0  

3000 20 1 003 0 

2005 1 0  2000 1 0  

1 003 1 0  2005 0 

1 1 0  3000 1 0  

Total Seek Time I 85 ms II Total Seek Time I 30 ms 

On the left s ide of the table ,  a sequence of Logical Block requests is shown . Each 
b lock request is serviced in the order received . As a resu lt, a lengthy seek is per­
formed to service each request. On the right side of the tab le ,  Tagged Queuing is 
used , so the requests can be sorted into ascending order. Th is cuts the amount of 
t ime spent seeking to almost a th i rd in th is example.  

Note that the example shows al l  requests sorted. I n  practice , the f i rst request wou ld 
be acted on before the second request is  received . The actual resu lt would depend on 
when each 1/0 Process was received by the Target. 

Re-order ing may also be cal led for when the Target has a Cache .  The Log ical B locks 
in a Cache have a faster effective seek t ime wh ich enters into the re-ordering equa­
tion . 

I n  genera l ,  Targets shou ld re-order  1/0 Processes in the Queue if they bother  to do 
Tagged Queuing at a l l .  Targets shou ld also fo l low the "Data I nteg rity" gu idel ines in the 
Append ix of the SCS I -2 Standard . 

I 
I 

I 
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Again ,  What About I n it iators? I n itiators must use the th ree Queue Tag Messages 
properly: 

SIMPLE QUEUE TA G Message is the "al l -pu rpose" Queue Tag to use for all I/O 
Processes. Th is message should be used un less there is an overrid ing reason 
to use one of the other two Messages. Th is Message g ives the Target the most 
freedom to re-order  for best performance. 

ORDERED QUEUE TA G Message is used when the I n itiator wants to control the 
order ing of 1/0 Process execution .  We can th ink  of two uses for th is :  

• Use it to f in ish off a set of  requests . The I n it iator issues several R EAD 
Commands to get a f i le from a d isk. If it issues the last R EAD as an Ordered 
Tag , then it knows that when that last Tagged 1/0 Process is com pleted , it 
has the whole f i le .  Th ink  of it as a "Synchron ize Queue" function .  

• The I n it iator may not trust the  Target to  handle the  re-order ing o f  WR ITE 
Commands re lative to READ Commands. As described in the Append ix of 

Q 

the SCSI-2 standard , if a WR ITE to a block is moved in  o rder  relative to a 
R EAD of the block, the I n itiator may get the old vers ion of the b lock or the 
updated vers ion . The I n it iator can either  handle it by never mixing those kinds 
of req uests , o r  it can just issue Ordered Tags for a WR ITE Commands.  Th is 
can impact performance, so try and treat th is as a last solution .  

HEAD OF QUEUE TA G Message i s  used for special cases on ly. I f  an I n it iator needs 
to get a Command to the Log ical Un it r ight now, it can use th is type of Queue 
Tag .  Th is on ly puts it at the front of the Queue; it does not interrupt the current­
ly execut ing 1/0 Process(es) (even to break a series of Linked Commands) . 
Th is makes the H EAD OF QUEUE TAG Message a b it l im ited as an "emergen­
cy" operation , s ince the currently executing 1/0 Process cou ld take a long t ime 
for a l l  the I n it iator knows. 

Another  use m ight be for h igh demand/h igh bandwidth data, such as data 
acqu isit ion or video data. These types of data need to be dumped now. In order 
to get time ly service to write this data to a d isk, the I n it iator can use Head of 
Queue Tags to get serviced sooner,  at the expense of the performance of other 
processes. 
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The th ree M essages p revious ly described al low an I n itiator to add 1/0 Processes to 
the Queue.  The fol lowing M essages al low an I n itiator to remove and abort 1/0 
Processes from the Queue:  

82 

ABOR T  TA G Message is used to  remove a s ingle 1/0 Process from the Queue .  The 
I n it iator usual ly issues th is Message by Connecting for just that purpose. After 
BUS FREE Phase, the I n itiator Connects to the Target via ARBITRA TION 
Phase and SELECTION Phase. Then during MESSA GE OUT Phase, the 
fo l lowing M essages are sent by the I n itiator in the fol lowing order: 

• I DE NTI FY M essage is sent to estab l ish which Log ical Un it is to be accessed;  
and by extension ,  wh ich Queue.  

• S I M PLE QU E U E  TAG M essage is sent to establ ish which 1/0 Process is to 
be removed and aborted . The Tag field of the M essage is set to the Tag 
value of the 1/0 Process to be removed and aborted .  

• ABORT TAG M essage i s  sent to remove and abort t he  1/0 Process specified 
by the S I M PLE QU EU E TAG Message.  Note that the 1/0 Process is aborted 
whether  it is in the Queue or it is currently executing .  After th is Message,  the 
Target goes to BUS FREE  Phase. 

ABORT Message is used to remove from the Queue and abort a l l  1 /0 Processes that 
belong to the I n itiator. Any 1/0 Processes that belong to other I n itiators are not 
affected .  As with the ABORT TAG Message,  the I n itiator Connects to the 
Target and then sends the fo l lowing Messages: 

• I DENTI FY M essage is sent to estab l ish which Log ical Un it is to be accessed ; 
and by extension ,  wh ich Queue.  

• ABORT Message is sent to remove and abort the 1/0 Processes belonging to 
the cu rrently Connected I n itiator. Note that the l/0 Processes are aborted 
whether they are in  the Queue or are currently executing .  After th is M essage,  
the Target goes to BUS FR EE Phase. 

CLEAR QUEUE Message is used to remove from the Queue and abort al l  1/0 
Processes (queued or actively executing) that belong to any I n itiators . Th is 
should on ly be used in extreme circumstances! As with the ABORT Message, 
the I n itiator Connects to the Target and then sends the fo l lowing M essages:  

• I DENTI FY M essage is sent to estab l ish wh ich Log ical Un it is to be accessed; 
and by extens ion ,  which Queue. 

• CLEAR Q U E U E  Message is sent to remove and abort a l l  l /0 Processes for 
the Log ical un it .  Note that the 1/0 Processes are aborted whether they are in  
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t he  Queue or are cu rrently executing . After th is M essage ,  t he  Target goes to 
BUS FRE E  Phase,  and the Queue for the Logical Un it is empty. 

Other  Considerations.  Tagged Queuing requires some other special considerations 
for I n itiators and Targets : 

® Contingent Allegiance Condition : When the Target retu rns C H EC K  CON DI ­
T ION Status at  the end of  an l/0 Process , both the I n itiator and Target d rop 
out of Tagged Queu ing temporarily for that Log ical Un it .  Unti l  the I n itiator 
clears the Condition , the Queue is halted ; the Target retu rns BUSY Status 
for any subsequent 1/0 Processes received , and may not execute any 1/0 
Process in the Queue.  The I n itiator sends the R EQU EST SENSE Command 
that clears the Cond ition without a Queue Tag M essage .  After the Condit ion 
is cleared , Tagged Queuing is resumed . (There is an option under  the MODE 
SELECT Command to  clear the  Queue when the  Condit ion is cleared. )  

8 Extended Contingent Allegiance (ECA) Condition : The ECA Condit ion 
fol lows exactly the same rules as the Contingent Al legiance Condition .  Al l l/0 
Processes sent by the I n itiator wh i le the Condit ion exists are sent without a 
Queue Tag Message .  

® Mixing Tagged and Untagged Queu ing :  We can easi ly envision a s ituation 
where an old I n it iator (that can 't do Tagged Queuing) is attached to a SCSI 
Bus where the other  I n it iators and Targets support Tagged Queu ing .  The 
Target must accept Untagged Commands from the o ld I n it iator in  a manner 
cons istent with U ntagged Queuing ,  at least from the o ld I n it iator's point of 
view. 

The answer is easy: The Target takes the Untagged 1/0 Process and q ueues 
it as if it were an Ordered Tag (there is no real Tag number) .  Th is ensures 
that the 1/0 Process is executed in the order issued , exactly l ike the old 
I n itiator expects. 

An I n itiator shou ld never mix Untagged 1/0 Processes with Tagged 1/0 
Processes for a Log ical Un it, un less a Contingent Al legiance or ECA Condi­
t ion currently exists for that I n itiator. I f  i t  does m ix them , the Target wi l l  dump 
a l l  o f  the  I n itiator's queued and actively executing l/0 Processes and return 
an error. 

Q 
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Queue Tag. A Queue Tag is  an arbitrary 8-bit number that i s  used to  " identify" a 
particu lar Queued l/0 Process. The Queue Tag is the f inal e lement of a Nexus that 
inc ludes the SCSI Address of the I n itiator and Target, and the Logical Unit Number 
(L UN).  Once a particular Queue Tag value is sent by the I n itiator to a Logical Unit 
during the Initial Connection , that value is associated with that lfO Process unti l  the 
process is terminated . The Queue Tag value may then be used for a new 1 /0 Process 
on that Log ical Un it. 

Queue Tag Messages. The "Queue Tag Messages" refers to the three 
Messages that are used to pass a Queue Tag between two SCSI Devices . These 
Messages are: 

• SIMPLE QUEUE TA G Message : The Target Queues the f/0 Process any­
where between the end of the Queue and the last ORDERED QUEUE TAG 
received (if any) . 

• ORDERED QUEUE TA G Message : The Target puts the 1/0 Process at the 
end of the Queue, and puts no subsequent S I M PLE Q U E U E  TAGS or 
ORDERED QU E U E  TAGS in front of it. 

• HEAD OF QUEUE TA G Message : The Target puts the 1/0 Process at the 
front of the Queue.  

The SCSI Encycloped ia ,  Volume I Copyright © 1 991  ENDL Pub l ications 



85 R 

Reconnect. 
Reconnection. 

RELEASE RECOVERY Message. 
Release Signall. 

REQ/ACK Offset. 
REQ Signal. 

REQB Signal. 
RESELECTION Phase. 

Reselection Timeout. 
Reserved. 

Reset Condition. 
Reset Hold Time. 

Reset to Selection Tii.me. 
RESTORE POINTERS Message. 

RST Signal. 
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Reconnect. "Reconnect" i s  a verb used i n  the SCSI standard to describe the 
action that the Target performs to re-establ ish a "working relationship" with an I n itiator, 
also known in SCSI as a Nexus . Contrast this with a "Connect", which the I n itiator 
performs. A "reconnect" includes: 

( 1 ) RESELECTION of an I n itiator by a Target. 

(2) The transfer of an IDENTIFY message from the Target to the I n itiator to 
establ ish the Log ical Un it. 

(3) I f  Queuing is used , the transfer of (specifical ly) a SIMPLE QUEUE TA G 
Message to establ ish a tag to identify the ljO Process . 

The flow to reconnect to various types of Nexuses is shown in Diagram 24 on the 
fo l lowing page .  

When the Target has " reconnected" to  the  I n itiator, a Nexus (re lationsh ip) that was 
previously estab l ished between the two devices is revived . The SCSI standard cal ls 
this a Reconnection . A reconnection is performed to continue  an ljO Process .  

Usual ly after t he  reconnect i s  comp leted,  the Target requests a DA TA Phase with the 
I n itiator. Or, the Target may go to the STA TUS Phase and com plete the command .  

Somet imes,  as  with "connect" , i t  he lps to use a word i n  a sentence to  better define it: 

"The Target reconnects to an I n itiator to continue the execution of a com­
mand . "  

"The Target wi l l  now reconnect to  the I n it iator to  com plete t he  1/0 Process 
issued the last t ime the I n itiator connected to the Target . "  

"An I n itiator connects to  a Target, bu t  a Target reconnects to  an I n it iator . "  
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DIAG RAM 24: R ECO N N ECT FLOW D I AG RAM 
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Reconnection. A "reconnection" i s  what exists after: 

( 1 ) A Target has Reconnected to an I n itiator. 

A reconnection ends when the next BUS FREE phase occurs. Note that reconnection 
is a subset of Connection . 

RELEASE RECOVERY Message. The R ELEASE R ECOVERY message 
is sent from an I n it iator to a Target to clear an Extended Contingent A llegiance 
(ECA) Condition . RELEASE R ECOVERY is a s ing le-byte message :  

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 1 o hex 

This message is on ly sent in  the OUT d i rection ;  i . e . ,  a MESSA GE OUT Phase from 
the I n itiator to the Target . If the I n itiator sends this message ,  it must fol low the 
IDENTIFY Message of an Initial Connection (no Queue Tag Messages al lowed ! ) .  
The I n itiator shou ld on ly send th is  message after completing any extended recovery 
that may have been requ i red after the Target sent the INITIA TE RECOVER Y Mes­
sage . 

When the Target receives this message,  it clears the ECA Condition .  If there was no 
ECA Condit ion in effect at  the time the Target received the message ,  then the 
message has no effect. I n  any case, the Target goes to BUS FREE Phase after 
receiving th is message .  

Summary of Use:  The R ELEASE RECOVERY message is sent on ly by  an  I n itiator to 
end an ECA cond ition . 

Release Signal. To al low a signal to retu rn to the "false" state . "Re leased" is 

used in the SCSI standard to ind icate that a signal or  signal pair is no  longer d riven to 
the "true" or "one" state , and is also not d riven to the "false" or "zero" state ; the signal 
is al lowed to retu rn to the "false" by the effect of the bus Termination . Compare to 
Negate and A ssert. See Signal Levels . 

REQ/ ACK Offset. See Synchronous Offset. 
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REQ Signal. The R EQ sig nal i s  asserted by the Target t o  beg in  either an 
A synchronous Data Transfer or a Synchronous Data Transfer. R EQ is never 
asserted by an I n it iator. The I n itiator responds to REQ with the A CK Signal. For 
transfers from the Target to the I n it iator, the REQ signal ind icates that the data is 
avai lable on the bus. For transfers from the I n itiator to the Target, the R EQ signal 
ind icates that the Target is  ready to accept data from the I n itiator. 

REQB Signal. The R EQB Signal is used in  systems that use the B Cable to do 
Wide Data Transfers . I t  has the same control over data transfer on the B Cable as 
the R EQ Signal on the A Cable . The REQB Signal is independent of the R EQ s ignal ;  
i t  on ly reacts to the A CKB Signal, and i t  is only re lated to the Data Bus Signals on 
the B Cable .  

RESELECTION Phase. The RESELECTION Phase is used by a Target to 
Reconnect to an I n itiator and continue an /jO Process .  The R ES ELECTION Phase,  
l i ke the SELECTION Phase ,  is always preceded by the ARBITRA TION Phase , and is 
always fo l lowed by a MESSA GE IN Phase to send the IDENTIFY Message , and 
possib ly a SIMPLE QUEUE TA G Message . 

Diag ram 25 and Diag ram 26 show how I n itiators and Targets hand le R ESELECTION 
Phase. Except for some detai ls ,  RESELECTION Phase is just l ike S ELECTION Phase 
with the I n itiator and Target ro les reversed . During RESELECTION Phase, the Target 
sets the bus signals that def ine the phase, and then waits for a response from the 
I n it iator. After the I n itiator response, the Target re leases those s ignals and beg ins 
sequencing th rough  the Information Transfer Phases , start ing with the M ESSAG E I N  
Phase. 

R 
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DIAG RAM 25 : R ES E LECT I O N  FLOW DIAG RAM FOR TARG ETS 
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DIAG RAM 26 : R ES E LECT I O N  FLOW DIAG RAM FOR I N ITIATORS 

Copyright  © 1 991  ENDL Pub l ications The SCSI Encycloped ia ,  Volume I 



R 92 
Figure 2 shows the exact tim ing  of RESELECTION Phase: 

ARB I TRAT ION - - - > I < - - - - - - - - - - - - - - - - - - - - - - - - - - - - RES ELECTION Pha s e - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - > 1 < - I n f o . 

Tom ' s 
BSY 

I r i s '  
BSY 

BUS BSY 

Tom ' s 
S E L  

Tom ' s 
I /0 

Tom ' s 
087 - 0 '  p 

Pha s e  Tr a n s f e r Pha s e  

-------------- c 
\ _________ ! e 
I I 
1 < - - - - - - - - t s tct · · · · · · - - > 1 I 
I 2 5 0  m11 I I 

1 < - - - tds • tds - - - > 1 < - tbsd · > l I d I 
I 9 0 ns I 4 0 0  na I I I _______ _ 

________ 1 ________ / I I \ __ 
I d I I t 

________ I I I ______ _ 

a 

I \ ___ / ____ / I xxxxx 
I I I 
I I I < - - - tds • tds - - - - > I 
I I 9 0 na I 

____ I I I 
___ ! I I d \. ___ _ 

I I I I 
1 < - t bcd • tb sd · · > I 1 < - - - t s a t · - - > 1 I e 

1 2 0 0  ns I I 4 0 0  ns 1 
I I ___ _ 

________ / I 
I I 
I b I 

________ I I __ _ 
_Wa t son ' s_Bu s_I D __ X_Ho l me s_&_Wa t son & Pa r i ty_B i t  1 X 

I I 
I I g 
I < - o na - > I 

A l l O t h e r  I 
S i gna l s  ( * 1 )  ________________________________ X 

( * l ) : O t he r s i gna l s  o MSG , C / D ,  REQ , and ACK . They may n o t  be a s s e r ted  u n t i l  RES ELECTION Ph a s e  i s  comp l e t ed . ATN 
may be a s s e r t ed but i t  i s  n o t  pa r t  of t h e  n o r ma l p r o toco l and t h e  Ta r g e t  do e s  no t r e spond to i t  u n t i l  a f t e r  t he Nexu s  
i s  e s t a b l i s hed . 

FIGURE  2 :  RESELECTION PHASE TIM I NG 

Here's how events proceed in  R ESELECTION Phase. Compare them to SELECTION 
Phase: 

(a) Tom has successfu l ly acqu i red the bus during the preced ing A RBITRA TION 
Phase by assert ing the SEL Signal to take the bus ( I r is must not have been 
trying to cal l  . . .  ) . 

(b) After a Bus Clear Delay of 800 nsec to al low the losers to re lease their bus 
signals ,  and after an add itional Bus Settle Delay of 400 nsec to al low the 
bus to sett le ( imag ine  that?) from the s ignal  re leases (total de lay 1200 
nsec) , Tom beg ins  setting up for RESELECTION Phase.  He asserts h is 
SCSI Bus ID (wh ich is 0) and I ris' SCSI Bus I D  (wh ich is 7) on the DA TA 
BUS Signals ; I r is is the I n itiator that Tom wi l l  be reselecting .  The d ata bus  
value is then  1 0000001 with the  Parity bit also asserted . Tom a lso  asserts 
the ljO Signal to d ifferentiate RESELECTION Phase from S ELECTION 
Phase. 
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(c) At least two Deskew Delays (total 90  nsec) after asserting t he  data bus  and 

the 1 /0 sig na l ,  Tom re leases the BSY Signal to beg in the selection . 

(d) Other  devices may now examine the bus to determine who the lucky 
I n itiator to be reselected is .  The other devices must de lay a m in imum of 
400 nsec (Bus Sett le Delay again) before examin ing the d ata bus .  I ris ,  the 
none Who is Reselected .. , examines the bus and sees that she is rese­
lected . Tom h as certain expectations about how I ris wil l respond :  

• I r is shou ld  respond with in 250 msec (Selection Timeout Delay) from the 
start of the R ESELECTION Phase (Tom re leased BSY in step (c) ) .  I n  
other words ,  a SCSI device should look for a R ESELECTION Phase at 
least every 250 msec if interrupts are not used or are d isabled . 

• I r is must respond with in  200 IJSec (Selection Abort Time) of noticing that 
she is reselected .  Th is is done to faci l itate a smooth Reselection Time­
out. 

I r is responds to the Reselection by Tom by asserti ng the BSY sig na l .  

(e)  Tom sees that I ris has asserted BSY in response to the selection .  Tom then 
also asserts the BSY s igna l .  Then ,  after de laying 90 nsec (two Deskew 
Delays) to ensure the s ignal interlock, Tom may re lease the SEL  s ignal .  

(f) As soon as I r is sees the SEL s ignal  go false (no de lay) , she re leases the 
BSY s igna l .  The re lease of the BSY signal  can cause a Wire-OR Glitch of 
u p  to 400 nsec in du ration .  Th is is not a problem if everybody meets the 
BUS FREE Delay requ i rement (see also BUS FREE Phase) . 

(g) As soon as Tom re leases the SEL s ignal ,  he  may begin sett ing up  for the 
M ESSAG E IN Phase by changing the Bus Phase Signals . 

Other observat ions on R ESELECTION Phase : 

• Note that Parity is val id du ring the RESELECTION Phase.  S ince two data 
b its are always asserted true during R ESELECTION , the Parity bit (DB(P))  is 
a lways asserted as we l l ,  s ince SCSI Parity is odd (that is ,  as opposed to 
even . . . .  ) .  

• The Select ion Timeout Delay exists to provide an upper l im it to the time an 
I n it iator takes to respond .  I f  the I n itiator hasn't responded with i n  that t ime ,  the 
Target may respond in a couple of ways : 

• The Target may reasonably assume that the I n itiator no longer exists at 
that SCSI A ddress . When th is happens,  the Target may d iscard the 
pend ing 1/0 Process (as with an ABOR T  Message or  A BOR T  TA G 

R 
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Message) and also may hold the Aborted status of  the operation in antici­
pation of a later selection by the I n itiator. It's kind of the same as an 
Unexpected BUS FREE Phase, except the I n itiator doesn't see the event. 
The Target is assuming that the timeout on ly occurs when the I n itiator 
suffers a catastroph ic fai l u re ,  such as some bozo tripping over the power 
cord {and who was the bozo who left the cord out there anyway?) . 

• A smarter Target might assume the I n itiator is just too busy to respond to 
the RESELECTION Phase. I n  this case the Target waits some long period 
of time  and tries again . The Target may keep trying forever, or it may g ive 
u p  after some number of times and respond as above. Our  humble opin ion 
is that modern I n itiators are able to at least assert BSY in response to 
RESELECTION Phase. Once the I n itiator responds to BSY, there is no 
timeout. A wel l -behaved I n itiator wi l l  be able to send the DISCONNECT 
Message to the Target if it can't handle the Reconnection . 

Table 1 2  shows the tim ing values used during RESELECTION Phase.  

TABLE 1 2: TIMING VALUES USED DURING RESELECTION PHASE 

Symbol I Timing N ame I M I N  or  MAX? I Time I 
tbsd Bus Settle Delay M I N I M U M  400 nsec 

tbcd Bus C lear Delay M I N I M U M  800 nsec 

tstd Selection Timeout Delay M I N I M U M  250 msec 

tds Deskew Delay M I N I M U M  45 nsec 

tsat Selection Abort Time MAXI M U M  200 �sec 
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Reselection Timeout. The Reselection Time-out i s  a formal procedure to 
prevent bus hangs when a Target decides to g ive up on a pend ing RESELEC TION 
Phase .  Please see Selection Time-out for an exp lanation of how the bus can hang .  

The Reselection Time-out procedure is almost the same as the Select ion Time-out 
procedure ,  except that the Target must manage the 1/0 Signal: 

( 1 ) After the Target has maintained RESELECTION Phase for a Selection 
Time-out Delay, it decides to abort the reselection .  The f i rst thing the Target 
does is re lease all Data Bus Signals . This is the same as in  Select ion 
Time-out. 

(2) The Target waits for at least a Selection Abort Delay plus two Deskew 
Delays (200 .09 1-1sec total) , and i f  the I n itiator has not yet responded ,  
releases the SEL Signal and the /jO Signal, retu rn ing to the BUS FREE 
Phase .  

Diagram 27 shows how Targets handle Rese lection Timeout .  
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Reserved. I n  SCS I ,  "Reserved" refers to any bit, fie ld ,  byte, or  code in a Com­

mand Descriptor Block (CDB), Message, or Parameter Data that serves no current 
pu rpose. The X3T9.2 Committee "reserves" these bits , fie lds ,  and bytes for futu re 
use. These uses usual ly inc lude new functions or options for exist ing funct ions. 

I f  the SCSI Standard says that a f ie ld (or b it or byte or  code) is Reserved , bel ieve i t !  

• For an I n itiator sending a COB or Parameter Data, o r  any SCSI Device 
sending a M essage ,  a Reserved field must be set to zero. If you don 't set 
them to zero, you cou ld be invoking an option you don't know about, and 
then you wou ldn 't get the effect you wanted . 

• For a Target retu rn ing Parameter, I NQU I RY, or SENSE Data, setting  a 
Reserved bit to one cou ld cause the I n itiator to misinterpret the data. 

Reset Condition. The Reset Condition exists as long as the RST Signal is 
asserted by any SCSI Device . The Reset Condition also exists for a m in imum of a 
Reset Hold Time. Figu re 3 shows the Reset Condit ion tim ing .  

Any Pha s e - - > I < - - - - - - - - - - - - - - - - - B e tween Pha s e s  - - - - - - - - - - - - - - - - - - - - - > I < - - - BUS FREE Pha s e  - - > I < - - ARB 
Pha s e 

I < - - - - - - - - - - - - - - - - - t r h t - - - - - - - - - - - - - - - - - - > I 
I 25 11s I 

a 1 __________________________________ 1 c 
___ ! \. _________ __ 

I I 

I < - - - - - t b c d  · - · > I I < - - - t b f d - - - - - - - - > I  
8 0 0  ns 1 4 0 0  ns I d 

________________ I I 

\, ______________________________________ ! 
I 

I b 
Al l Ot he r  _________ I 
S i gna 1 s ( * 1  I \ ________________________________________ _ 

( * 1 ) : O t he r  s i gna l s  = A l l Da t a  Bus S i gna l s ,  S E L ,  ATN , MSG , C / 0 , I / 0 ,  REQ ,  a nd ACK . 

FIGURE  3 :  RESET CONDITION TIM I NG  

Here's how events p roceed during the Reset Cond ition :  

(a) A SCSI  Device asserts the  RST signal for some reason (see below for 
some poss ib i l it ies) . Th is beg ins the Reset Condit ion on the bus .  A Hard 
Reset or Soft Reset is also begun at this time.  

(b)  A l l  of  the other devices detect the RST s igna l  and beg in  to c lear  off of the 
bus i f  they are cu rrently Connected. Al l  devices must c lear  the i r  s ignals off 

The SCSI Encycloped ia ,  Volume I Copyright © 1 991  ENDL Publ ications 



99 
the b u s  with in  a Bus Clear Delay (800 nsec) of receiving the RST signal .  At 

th is time ,  the Bus Phase is always BUS FREE Phase .  

(c) After a Reset Hold Time from asserting the RST s igna l ,  the SCSI Device 
that started the Reset Cond ition f in ishes it by re leasing the RST s ignal .  Th is 
ends the Reset Condition .  

(d)  The soonest a device may assert the BSY Signal to beg in  an ARBITRA­
TION Phase is 400 nsec (a Bus Free Delay) after the re lease of RST. 

Other  observat ions on the Reset Cond ition :  

• There is no val idation t ime for ensuring that we real ly have a Reset Condition . 
Accord ing to the standard ,  a device is not supposed to react to g l itches on 
the RST s igna l ,  but there is no other gu idance g iven ,  other than that g l itch 
rejection must take less than a Bus Clear Delay (800 nsec) .  S ince you are 
l ike ly at the mercy of the SCSI protocol ch ip  manufactu rer  for g l itch rejection ,  
th is  is another  good reason to  use good Cables . 

• If for some reason two devices both decide to assert the RST s igna l ,  the 
Reset Condit ion ends when both devices have re leased RST. Th is is be­
cause the RST s ignal  is an "OR-tied" s ignal .  Th is may occur when two 
devices both recogn ize the need to reset at the same time .  One example is 
when a Target fai ls and it is connected to the bus .  Two I n it iators may decide 
to "na i l "  the bus due to a system t ime-out or  operator intervention .  

I t  shou ld be noted that creat ing the Reset Condit ion i s  a p retty d rastic step .  A SCSI 
Device should attem pt a l l  other options, includ ing : 

• The TERMINA TE /fO PROCESS Message , ABOR T  Message , or  the 
ABOR T  TA G Message . These messages wi l l  just clear the command or 
commands involved (each in  the i r  own way, of  cou rse) . Th is option is avai l ­
ab le on ly to a connected I n itiator. Of course,  i f  the Target in  question is 
misbehaving and won't accept the message,  you may not have any choice 
other than the Reset Cond ition .  

• The BUS DEVICE RESET Message . The advantage of th is message is that 
it causes the Target to execute a "Power-On" type reset, and it doesn't 
d i rectly affect any other device l ike the Reset Condit ion can . Of cou rse,  th is 
opt ion has the same d isadvantage as the fi rst one .  

• Beat on the offend ing device with a hammer .  Actual ly, i f  the device has a 
user accessib le reset button this may be less traumatic to a system than the 
Reset Condit ion . . . .  

R 
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The Reset Cond ition also causes al l  SCSI Devices on the bus ( includ ing Devices that 
are usual ly I n itiators ! )  to execute a reset procedure ;  e ither a Soft Reset o r  a H ard 
Reset. 

Table 1 3  shows the tim ing values used during the Reset Cond ition .  

TAB LE 1 3: TI M I NG VALUES USED DURING THE RESET CON DITION 

Symbol !riming  N ame I M I N  or  MAX? I Time 

tbfd Bus Free Delay M I N I M U M  400 nsec 

tbcd Bus Clear Delay MAXI M U M  800 nsec 

trht Reset Hold Time M I N I M U M  25 J.JSeC 

Reset Hold Time. trht ... 25 psec. If a device asserts the RST Signal, it m ust 
assert RST for a m in imum of a Reset Hold Time.  See Reset Condition . There is 
really no good reason why th is time is so long.  It just is .  Some folks on the orig inal 
X3T9.2 Committee wanted to be sure everyth ing got reset, even if the device had a 
real ly s low clock! 

Reset to Selection Time. trst -250 msec recommended. After the Reset 

Condition is over (the RST Signal is negated after i t  is asserted) , a l l  SCSI Targets 
must be able to respond to a SELECTION Phase no later than th is period of t ime.  
Fu rther ,  i t  must a lso be able to execute the fo l lowing commands:  

• TEST U N IT R EADY 
• REQU EST SENSE 
• I N QU I RY 

Now, as a practical matter ,  th is number is fairly meaning less except as a way to 
encourage Targets to be ready to respond to an I n itiator in  a reasonably short period 
of time.  Why? 

• This is a " recommended" t ime. As such , a procurement spec may specify a 
d ifferent number,  and your  Target may be requ i red to meet a looser o r  tighter 
number. 

• Once the Target responds to SELECTION Phase, it must then  be ab le to 
execute the commands l isted above. But, what does execute mean? 

I 
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• TEST U N IT R EADY: Pop back to the I n itiator with a Status code .  That's 

easy. But,  the Target may not yet have loaded its m icrocode (say, from 
reserved sectors on a d isk) ,  and may not be able to respond with the 
Sense Data that best describes the Status .  

• R EQU EST SENSE :  Return someth ing .  Again ,  the data may not meaningfu l 
because of de lays loading microcode. 

• I NQU I RY: Same as REQU EST SENSE.  The data may be a m in imal  set 
saying :  "I am th is Device Type and that's all I know right now" . 

As it turns out ,  most of the time  al l  the I n itiator real ly wants to know is whether a 
Target exists at that SCSI A ddress . It is then usual ly okay if the Target takes a l ittle 
wh i le longer to gather more complete information that can be provided at a later t ime. 

RESTORE POINTERS Message. A RESTORE POI NTERS M essage is 
sent from a Target to an I n it iator to retry an Information Transfer Phase.  RESTORE 
POI NTERS i s  a s ing le byte message:  

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 03 hex 

Specifica l ly, this message is used to retry a COMMAND Phase ,  S TA TUS Phase,  or a 
DA TA Phase . The Target sends this message when it gets an ind ication that one of 
these phases must be retr ied .  Th is ind ication can inc lude one of the fo l lowing :  

• Bus Parity error detected by the  Target. 

• I nternal e rror with in the Target; e . g . ,  a buffer memory fai l u re .  

• An /NIT/A TOR DETECTED ERROR Message received from the I n itiator. 

When the I n it iator receives th is message,  it copies all Saved Pointers to the A ctive 
Pointers . I n  most cases, th is effectively goes back to the beg inn ing  of the transfer; an 
exception is when the SA VE DA TA POINTER Message or MODIFY DA TA POINTER 
Message is used . See Pointers and Path Control for a l l  the detai ls .  

Summary of Use:  The R ESTO R E  POI NTERS is sent on ly by a Target to request that 
the I n it iator copy its Saved Pointers to its Active Pointers for pu rposes of retrying an 
In formation Transfer Phase.  

R 
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RST Signal. The RST Signal is asserted by any SCSI Device to cause a Reset 

Condition on the bus.  The RST signal must never be Negated; it should on ly be 
Released since this is an "OR-tied" s ignal .  If the RST Signal is to be asserted by a 
device , it must be asserted for a min imum of a Reset Hold Time ,  which is 25 �sec. 
Like the BSY Signal, the RST Signal is "OR-tied" ;  no device may "negate" the RST 
signal .  It may on ly be "asserted"  or  "released".  Th is al lows more than one SCSI 
Device to assert the s igna l .  See Signal Levels . 
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SASI. 
SAVE DATA POINTER Message. 

Saved Pointers. 
SCSI, SCSI-1 , and SCSI-2. 

SCSI-3?! 
SCSI Address. 

SCSI Bus. 
SCSI Bus ID. 

SCSI Commands. 
SCSI Device. 

SCSI ID. 
Selection Abort Time. 

I 
SELECTION Phase. 

Selection Time-out. 
Selection Time-out Delay. 

SEL Signal. 
Signal Levels. 

SIMPLE QUEUE TAG Message. 
Single-Ended Interface. 

Soft Reset. 
Status. 

STATUS Phase. 
Status Pointer. 

Synchronous Data Transfer. 
Synchronous Data Transfer Negotiation. 

SYNCHRONOUS DATA TRANSFER REQUEST Message. 
Synchronous Offset. 

Synchronous Transfer Period. 

Copyright  © 1 991 ENDL Pub l ications The SCSI Encycloped ia ,  Volume I 



s 1 04 
SASI. The "Shugart Associates System I nterface" (or SASI ) , is the d i rect p redeces­
sor to SCSI. The name was changed to SCSI because ANSI  ru les proh ib ited the use 
of a com pany name in the name of an ANSI standard . SASI defined the basic Bus 
Phases , Control Signals , and the 8-b it Data Bus Signals , along with a pr im itive 
Message System and a min imal set of d isk-oriented commands.  

SAVE DATA POINTER Message. The SAVE DATA POI NTER is used to 
estab l ish a new starting point for any later DA TA Phase retries. Th is is a s ing le byte 
message:  

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 02 hex 

SAVE DATA POI NTER is sent by a Target to request that the I n itiator copy its 
Current Data Pointer to the Saved Data Pointer. Th is message is usually seen i n  
one  o f  the  fo l lowing s ituations:  

• Pr ior to a Disconnect. I n  this case, the Target is p reparing to d isconnect 
from the bus for a time and wishes to continue the data transfer from where it 
left off . 

• I n  the midd le of a long data transfer. I n  this case, the Target has transferred 
a lot of data and wants to estab l ish a new place to beg in retr ies. The s im­
p lest motivation for do ing th is  is to avoid a very lengthy retry in  case of  a 
transfer error (such as a Parity error) . Another reason ,  however, may be that 
the Target is incapable of re-sending the data transferred pr ior to this point. 
An example of this m ight be a SCSI commun ication br idge to a network. 

• At the end of a data transfer, if the Target wants to Disconnect before 
send ing Status . In this case,  the Target is ensuring that the Saved Data 
Pointer matches the Cu rrent Data Pointer. Some I n itiators have been de­
s igned to requ i re th is ,  but this author does not recommend th is for futu re 
I n itiator designs (see Etiquette) . 

See Pointers and Path Control tor more detai ls on this message.  

Summary of Use:  The SAVE DATA POI NTER message is sent  on ly by a Target to 
request that the I n itiator copy its Current Data Pointer to its Saved Data Pointer. 
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Saved Pointers. The Saved Pointers (as opposed to the Active Pointers) are 
th ree pointers that refer to the start ing command ,  status,  and data locations with in the 
I n it iator for an ljO Process .  A Saved Pointer ind icates the starting byte of each of 
those locations.  There are three Saved Pointers: 

( 1 ) Saved Command Pointer 
(2) Saved Status Pointer 
(3) Saved Data Pointer 

Techn ically, the Saved Data Pointer may not point at the start of the I n itiator data 

location .  The Saved Data Pointer may be modif ied by the Target by the use of the 

SA VE DA TA POINTER Message . Note that the MODIFY DA TA POINTER Message 

does not mod ify the Saved Data Pointer; it only modifies the Active Data Pointer .  

See Pointers for the whole story. 

s 

SCSI, SCSI-1 � and SCSI-.2. Yes, you 've heard these terms,  and you may I have noticed that no  d istinction is made between them in  th is volume .  There is a good 
reason ;  th is vo lume is targeted (SCSI pun not intended) at des igners and users sett ing 
out to learn and in itiate (SCSI pun intended) SCSI designs today. SCSI today is SCSI -
2 .  However, we do  recogn ize that the reader may have to know what the d ifference 
between SCS I - 1  and SCSI-2 is ,  th us we include this topic. 

SCSI : Anyth ing  that conforms or refers to the current SCSI standard ;  as of this 
writ ing , SCSI-2 .  

SCSI-1 : Anyth ing that conforms or refers to ANSI  Standard X3. 1 3 1 - 1 986. 

SCSI-2 : Anyth ing that conforms or refers to ANSI Standard X3 . 1 31 - 1  99x. 

Oh ,  and one other item :  

CCS : Anyth ing that conforms to the working document X3T9.2/85-52 revis ion 
48,  the "Common Command Set" . Th is internal ly inconsistent document 
formed a basis for SCS I -2 .  Modern SCSI products don 't design to CCS, they 
design to SCSI-2 .  J ust say "No"  to CCS! 
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New features,  with in the scope of this volume, that were added to SCSI-2 inc lude: 

• H ig h  dens ity connectors 

• Fast data transfers 

• Active term ination 

• ARBITRATION and I DENTI FY Message are requ i red 

• Wide data transfers 

• Command Queu ing and Queue Tags 

• Extended Contingent Al leg iance 

• TER M I NATE 1/0 PROCESS Message 

• DISCO N N ECT Message sent by the I n itiator 

SCSI-3?! No,  we wi l l  NOT use the old " . . .  just when you thought it was safe to . . .  " 
l ine !  However, it does seem very appropriate here. It seems that the X3T9.2  com mit­
tee ,  whose job it is to maintain the SCSI Standard , just can't keep the i r  hands off . . . .  

Enough ed itor ial izi ng .  The featu res cu rrently p lanned for SCSI-3 a s  of th is writing  
include :  

• Sing le cab le 1 6-bit wide transfers (already a de facto standard) . 

• The Standard wi l l  be broken into several p ieces to s imp l ify the documentation 
of new featu res. 

• Packetized transfers over f iber optic and copper interfaces. 

• Dual or  mu ltip le port operation . 

• Add itional Cach ing control features. 

SCSI Address. See also SCSI Bus ID. The SCSI address is the numerical 
representation of the bus  address assigned to a SCSI Device .  Since u p  to e ight 
devices can be connected to the bus ,  the possible add resses are 0 thru 7.  
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Each device has a un ique address. If two devices o n  a s ing le  bus  cable h ave the 

same address, it is l i ke ly they wi l l  contend for the bus and ,  at best, hang the bus.  At 

worst, data cou ld  be lost. Be carefu l  with your  address settings !  

Since the add ress must be un ique ,  SCSI  devices are designed so that the address 
may be changed at instal lat ion t ime. This is usual ly a D I P  switch , jumper,  or  other 
mechan ical connection .  There is no standard method for chang ing the address over 
the bus ,  but you wi l l  see some devices that have contrived a non-standard method . 

The add ress also determines the priority of the device du ring ARBITRA T!ON Phase. 
The h igher  the value of the address, the more l ike ly the device is to win ARBITRA­
TIO N .  Therefore, in certain s ituations the addresses of you r  SCSI devices must be 
chosen with some care . For example ,  i f  the devices use the bus for long periods of 
time ,  then there is less free t ime on the bus for others to use it. This wi l l  force more 
competit ion du ring ARBITRATION Phase. 

SCSI Bus. The SCSI Bus is a generic term that refers to the complete set of 
s ignals that define  the activity of the interface . These signals include the Control 
Signals and the Data Bus Signals . That's about al l  that can be said here without 
writ ing the rest of th is book . . . .  

SCSI Bus ID. The Bus I D  i s  the SCSI A ddress expressed a s  a s ing le b it o n  the 

Data Bus. The Bus I D  is used by a SCSI Device to : 

® Broadcast its add ress during ARBITRA TION Phase. The device that is 
b roadcasting the largest address (e .g . ,  7 is g reater than 6) wins .  

• Transmit the add ress of the device to be selected (or reselected) dur ing 
SELECTION Phase (or RESELECTION Phase) . The device being selected 
(or reselected) sees its Bus I D  and responds. 

8 Transmit i ts add ress during SELECTION Phase so that the selected device 
knows who is selecting it. The selected device (the  Target) uses this informa­
t ion to Reconnect later, and to maintain many d ifferent I n it iator- related types 
of information and operating cond itions.  

• Transmit i ts add ress du ring RESELECTION Phase so that the reselected 
device knows who is reselecting it. The reselected device (the  I n it iator) uses 
th is information to re-establ ish the Nexus . 

Table 1 6  shows the SCSI Address , the corresponding Bus 1 0 , and how that address 
fares during ARB ITRATION Phase: 

s 
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TABLE 1 6 : SCSI Bus ADDRESSES AND I DS 

Address Bus ID (DB7-0, B inary) Wins ARBITRATION Over Loses ARBITRATION To 

0 0000000 1 None Everyone Else 

1 000000 1 0  Address o only Addresses 2 thru 7 

2 00000 1 00 Addresses o & 1 Addresses 3 thru 7 

3 0000 1 000 Addresses o thru 2 Addresses 4 thru 7 

4 000 1 0000 Addresses o thru 3 Addresses 5 thru 7 

5 00 1 00000 Addresses o thru 4 Addresses 6 & 7 

6 0 1 000000 Addresses 0 thru 5 Address 7 only 

7 1 0000000 Everyone Else None 

SCSI Commands. A SCSI Command is an operation performed by a Target for 
an I n itiator. A SCSI com mand is fu l ly specified by the fo l lowing items:  

• The Command Descriptor Block (COB) wh ich specif ies the funct ion to be 
performed.  

• The Logical Unit Number (L UN) which specif ies the Logical Unit for  the 
commanded function .  Th is is usually specified in  the IDENTIFY Message . I n  
o lder SCS I - 1  devices,  the LU N is specified in the second byte of  the COB.  

• The optional Queue Tag wh ich further defines the Nexus . 

• If the command function requ i res that a DA TA Phase must occur ,  that data 
may contain any or a l l  of the fo l lowing :  

• Add itional Command Parameters to or from the I n it iator. 

• Data to or  from the Log ical Un it. 

• A SCSI command may also be inf luenced by parameters set up by previous 
commands such as MODE SELECT. 

SCSI Device. A SCSI Device is anyth ing that can p lug into the SCSI Bus and 
actively participate in  bus activity. The term 11SCSI Device . .  is usual ly used as an 
inclusive term for . .  I n itiator or  Target .. . 

SCSI ID. See SCSI Bus ID. 
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Selection Abort Time. tsat  ... 200 J.lsec. The Selection Abort Time has been 
def ined to p revent bus hangs du ring SELECTION Phase or RESELECTION Phase.  
This time is defined as the maximum amount of t ime that a device may take between 
detecting that it is  be ing selected ,  and when it responds by asserting the BSY Signal. 
See Selection Timeout and Reselection Timeout for how th is tim ing  value is used . 

SELECTION Phase. The SELECTION Phase is used by an I n it iator to choose 
the Target and beg in an ljO Process . The SELECTION Phase is always preceded by 
the ARBITRA TION Phase ,  and is always fol lowed by: 

• A MESSA GE OUT Phase to send the IDENTIFY Message , and possib ly a 
Queue Tag Message . Th is is preferred .  

8 A BUS FREE Phase ,  because of  a Selection Timeout. 

s 

• A COMMAND Phase if the Target is an older SCSI  device . Modern SCSI I Targets do  not transit ion d i rectly from SELECTION Phase to COM MAN D 
Phase,  and modern SCSI I n itiators do not make Targets change d i rectly by 
neg lecting  the use of the A ttention Condition . 

Diag ram 28 and Diag ram 29 show how I n itiators and Targets handle S ELECTION 
Phase . During SELECTION Phase, the I n it iator sets the bus s ignals that def ine the 
phase, and then waits for a response from the Target. After the Target response, the 
I n it iator re leases those s ignals and waits for the Target to beg in sequencing th rough 
the Information Transfer Phases , start ing with the M ESSAG E OUT Phase.  
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No 

No 

Assert SEL 

Delay 
1 200 nsec m i n imum 

Assert "My Bus  I D" ,  
the Target's Bus 1 0 , 

and ATN 

Delay . 90 nsec m 1 n 1mum 

Release BSY 

Last action of 
ARBITRATION Phase 

For bus settling 

Establish who I am. 
who I am selecting, 
and that MESSAGE 
OUT should follow 

To ensure 
interlock with BSY 

SELECTION Phase 
begins here 

Wait for Target 
response 

Yes 

Negate SEL  

Ends SELECTION Phase 

1 1 0 

DIAG RAM 28 : S E LECTION FLOW DIAG RAM FOR I N IT IATORS 
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Val idate 
SELECTION Phase 

200 usee 
max 

SCSI-2 or Advanced 
SCSI- 1 Initiator 

No 

No 

Yes 

ESSAG E OU 
Phase 

Assert BSY 

Do first 
transfer phase 

No 

SEL asserted, 
BSY and 1/0 
negated 

Am I selected? 

Yes, respond to 
the Initiator 

s 

Wait for the Initiator 
to see my response 
(no timeout!) 

Simple SCSI- 1 
Initiator 

COMMAN D 
Phase 

DIAG RAM 29 : SE LECTION FLOW DIAG RAM FOR TARG ETS 
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Figu re 4 shows the exact tim ing  of SELECTION Phase. 

ARB ITRATI ON - - - > I < - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - S ELECTION Pha s e  - - - - - - - - - - - - - - - - - - - - - - - - - - > 1 < . I n f or ma t i on 
Pha s e  Tr an s f e r Pha s e  

I r i s '  
BSY  

Tom ' s 
BSY 

BUS BSY 

I r i s '  
SEL 

I r i s '  
I /O 

I r i s '  
D B7 - 0 , P  

I r i s '  
ATN 

------------------------- c 
\ __________________________________ __ 
I 
I < - - - - - - - - - - t s td - - - - - - - - - - > I 
I a s o  ma I 

I < - - - tds • tds - - - - > I < - tbsd - > I I d 
I go na I 4 0 0  na I I ____________ _ 

_________ I I I 
I d I 

__________ I, __________________ _ 
\. _____ ! I 

I 
I < - - · tds + tds · - - - > I 
I go na I 

a 1 __________ 1 
_____ I d I \ 

I I I � --------
1 < - tbcd • tbsd · - > 1 < - - t s a t · · - > 1 I e 

1 2 0 0  ns 1 2 0 0  �· 1 
--------------------------------------------- � ------

1 
I 

-------- � ��----------�---------------------- � -----_Ho l me s ' _Bu s_I D ____ X_Ho l me s_&_Wa t s o n_&_Pa r i ty_B i t  1 x 
I I I 
I b I I 
I I I 

_______ ! I I 
I I f 
I < - 0 ns - > I  

A l l O t h e r  I 
S i g na l s  ( * l )  _________________________________________________________ X 

( * l ) : O t h e r  s i gna l s  = MSG , C / D ,  REQ , and ACK . They may n o t  be a s s e r ted u n t i l  S ELECTI ON Pha s e  i s  comp l e t ed .  

FIG U R E  4: SELECTION PHASE TI M I NG 

Here's how events proceed in  SELECTION Phase: 

(a) I r is has successfu l ly acqu i red the bus du ring the preced ing ARBITRA TION 
Phase by asserting the SEL Signal to take the bus ( I r is is often successfu l 
at what she does) . 

(b) After a Bus Clear Delay of 800 nsec to al low the losers to re lease their bus 
s ignals ,  and after an add itional Bus Settle Delay of 400 nsec to al low the 
bus to sett le (imag ine  that?) from the s ignal re leases (total de lay 1 200 
nsec) , I ris  beg ins  sett ing up  for SELECTION Phase. She asserts her SCSI 
Bus ID (wh ich is 7) and Tom's SCSI Bus I D  (wh ich is 0) on  the DA TA BUS 
Signals ; Tom is the Target that I r is wi l l  be selecting .  The data bus  value is  
then 1 0000001 with the Parity bit also asserted . I r is also asserts the A TN 
Signal to ind icate that a MESSA GE OUT Phase shou ld  fo l low the S ELEC­
TION Phase.  The /jO Signal must be false du ring S ELECTIO N  Phase;  I ris 
must leave it re leased .  
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(c) At least two Deskew Delays (total 90 nsec) after asserting the data bus and 

the ATN s ignal ,  I r is re leases the BSY Signal to beg in  the selection . 

(d) Other  devices may now examine the bus to determ ine who the lucky Target 
to be selected is .  The other devices must delay a m in imum of 400 nsec 
(Bus Sett le Delay again) before examin ing the data bus. Tom ,  the "One 
Who is Selected" ,  examines the bus and sees that he  is selected .  I r is has 
certain expectat ions about how Tom wil l  respond : 

• Tom shou ld respond with in 250 msec (Selection Timeout Delay) from 
the start of the SELECTION Phase ( I ris re leased BSY in step (c) ) . In other 
words ,  a SCSI device shou ld look for a SELECTION Phase at least every 
250 msec if interrupts are not used or are d isab led . 

• Tom must respond with in 200 �sec (Selection Abort Time) of noticing 
that he is selected .  Th is is done to facil itate a smooth Selection Timeout. 

Tom responds to the selection by I r is by assert ing the BSY s igna l .  

(e) I r is sees that Tom has asserted BSY in response to the selection .  After 
de laying 90 nsec (two Deskew Delays) to ensure s ignal  interlock, I r is may 
re lease the SEL s ignal .  

(f) As soon as Tom sees the SEL s ignal  go  false (no delay) , he may beg in 
setting up for the M ESSAG E OUT Phase by chang ing the Bus Phase 
Signals . 

s 
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Other observations on SELECTION Phase: 

• Note that Parity is val id during the SELECTION Phase. S ince two data b its 
are always asserted true during SELECTION,  the Parity b it (DB(P))  is a lways 
asserted as wel l ,  s ince SCSI Parity is odd (that is ,  as opposed to even . . . .  ) .  

• The Selection Timeout Delay exists to provide an u pper l im it to the t ime a 
Target takes to respond.  If the Target hasn't responded with in  that time,  the 
I n it iator may reasonably assume that no Target exists at that SCSI Address .  
I n  practice , the t imeout on ly becomes a factor du ring Initialization , wh ich is  
when the I n itiator is trying to determ ine the devices that are avai lable .  M ost 
Targets today wi l l  respond with in a very short period of time.  A Target that 
fai ls to respond is usual ly non-existent, powered-down , o r  b roken .  

Table 1 7  shows the tim ing values used during SELECTION Phase. 

TABLE 1 7: TI M I NG VALUES USED DURING SELECTION PHASE 

Symbol I Timing Name I M I N  or MAX? I Time 

tbsd Bus Settle Delay M I N I M U M  400 nsec 

tbcd Bus C lear De lay M I N I M U M  800 nsec 

tstd Selection Timeout Delay M I N I M U M  250 msec 

tds Deskew Delay M I N I M U M  45 nsec 

tsat Select ion Abort Time MAXI M U M  200 IJSeC 

l 
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Selection Time-out. The Se lection Time-out is a formal procedu re to p revent 
bus hangs when an I n itiator decides to g ive up  on a pending SELEC TION Phase .  
How does th is  prevent bus hangs? Let's see what happens without a formal t ime-out 
procedure:  

( 1 ) A device (cal l  h im "Tom" ;  deja vu . . . .  ) enters SELECTION phase ( intend ing to 
become an I n itiator) , attempting to select another  device (cal l  her  " I r is") as a 
Target. 

(2) I r is sees Tom trying to select her, but she's too busy at the moment to 
respond (someth ing about keeping a tape streaming) , so she ignores Tom 
for the moment. 

(3) Tom gets t ired of waiting (probably after a Selection Time-out Delay, but 
before al l  n ight. . . .  ) and g ives up ,  going d i rectly to BUS FREE Phase ;  a bad 
th ing to do ,  as we wi l l  see. 

(4) J ust as Tom g ives up, I r is decides she has t ime for him now, so without 
checking the bus,  she asserts BSY to respond to h is se lection . 

(5) Poor I r is .  She is connected to the bus,  but she has no  one to tal k  to . And 
Poor Tom .  He gave up  and isn 't there to acknowledge her requests . . . .  As a 
resu lt the bus is hung  with no recourse but a Reset Condition . 

As you can see, there has to be some way of g iving up  g racefu l ly. I n  the above 
example ,  even if I r is tr ied to respond r ight away, but Tom gave u p  the selection just 
after I r is examined the bus ,  a hang would sti l l  occu r. To so lve th is prob lem , the 
fo l lowing procedure has been defined :  

( 1 ) After I r is (the I n itiator) has maintained SELECTION Phase for  a Selection 
Time-out Delay, she decides to abort the selection . The fi rst th ing I r is does 
is release al l Data Bus Signals . 

(2) I r is waits for at least a Selection Abort Delay p lus  two Deskew Delays 
(200 .09 IJSec total) , and if Tom (the Target) has not yet responded,  re leases 
the SEL Signal and the A TN Signal , retu rn ing to the BUS FREE Phase. 

Let's see how th is p revents a bus hang . If Tom does not check the bus for a Selection 
u nt i l  after step ( 1 ) above , then he wi l l  not see h is SCSI Bus ID asserted on the Data 
Bus.  If Tom detects selection just before I r is decides to g ive u p , I r is wi l l  sti l l  catch 
Tom's response just in time .  

Diagram 30 shows the Selection Time-out Procedure .  
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SELECTION 
Phase 

Negate "My Bus I D" 
and Tar et's Bus  I D  

De lay 
200 . 09 usee m i n i m u m  

s 

Enter from 
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DIAG RAM 30 : S E LECTION TI M EOUT P ROC E DU R E  
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Selection Time-out Delay. tstd - 250 msec recommended. The Selection 
Time-out Delay establ ishes an upper l imit on how long an I n itiator should wait before 
decid ing to g ive up on selecting a Target. If the Target hasn't responded after this 
delay, the I n itiator begins a Selection Time-out procedure .  Th is delay also appl ies to 
Targets trying to reselect an In itiator; in the case of a t ime-out, the Target would beg in  
a Rese/ection Time-out procedure. 

Note that this t ime is "recommended": The SCSI committee shied away from defin ing 
a f irm time-out delay. It may be good that they didn't, because new SCSI ch ips are 
capable of automatical ly responding to SELECTION Phase immed iately. I t  is very 
uncommon today to see devices that take longer than a mi l l isecond to respond .  If you r  
appl ication requ i res a faster Initialization time, then you may be able to  use a shorter 
t ime-out delay. 

SEL Signal. The SEL  s ignal is used to ind icate a SELECTION Phase or a 
RESELECTION Phase,  or  an impending transition to one of those phases: 

• A SCSI Device asserts SEL at the end of ARBITRA TION Phase when it has 
won arbitration and wishes to take the bus.  

• The SEL signal  asserted with the lfO Signal negated or  re leased (and the 
BSY Signal re leased) ind icates a SELECTION Phase . 

• The SEL  signal asserted with the lfO Signal asserted (and the BSY Signal 
re leased) ind icates a R ESELECTION Phase . 

One other note ; the SEL  signal is never d riven to the false state . I t  is always released.  
See Signal Levels . 

Signal Levels. The s ignal levels on the bus determine the state of the s igna l ;  
e ither t rue or  false . A signal that is true is Asserted. A s ignal  that is false is e ither 
actively d riven to the Negated leve l ,  or passively al lowed to return to the false state by 
Releasing the signal .  The fo l lowing paragraphs describe these levels ;  they are also 
i l lustrated under Single-Ended Interface and Differentia/ Interface.  

The s igna l  levels for  the Single-Ended Interface are : 

• A signal is asserted when it is driven low on the cable .  " Low" is def ined as 
driving to no more than 0.5 Volts at 48 rnA sinking .  A receiving device sees 
an asserted s ignal when the input is lower than 0.8 Volts . 
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• A signal is negated when it is d riven h igh on the cable .  11H igh 11 is defined as 

d riving  to at least 2.5 Volts . A receiving device sees a negated s ignal when 

the input is h igher than 2.0 Volts . 

• A signal is re leased when it is al lowed to float h igh on the cable .  11 Fioat H igh ll 

is def ined as the voltage to wh ich the terminator holds the bus when no 
active device is d riving .  A receiving device sees a negated s ignal .  

The signal levels for the Differentia/ Interface are : 

• A signal  is asserted when its 11+11 s ignal is d riven h igher than the ��-�� signal is 
d riven low. The d river drives the 11+11 signal at least 1 .0 Volts h igher than the 
11-11 s igna l .  A receiving device sees an asserted signal when the 11+11 i nput 
voltage is h ig her  than the ll_ll input voltage .  

• A signal is negated when its 11+11 s ignal is driven lower than the � � - � �  signal  is 
d riven low. The d river d rives the ��-�� signal at least 1 .0 Volts h igher  than the 
11+ 11 s igna l .  A receiving device sees a negated s ignal  when the � � - �� i nput 
voltage is h igher  than the 11+11 in put voltage.  

• A signal is re leased when its l l_ ll s ignal is al lowed to f loat h igher  than the 11+11 

s ignal is a l lowed to f loat. 11 Fioat H igh 11 is def ined as the voltage to wh ich the 
term inator ho lds the bus when no active device is d riving .  A receiving device 
sees a negated s ignal .  

SIMPLE QUEUE TAG Message. The S I M PLE QUEUE TAG Message is  
used by an I n itiator to get a command executed in  an optimum order decided by the 
Target when a Queue is used by the Target. The Target may also send this M essage 
du ring a Reconnection . S I M PLE QUEUE TAG is a two byte message:  

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 20 hex 

1 Queue Tag 

The second byte of the message specifies the Queue Tag associated with the Nexus 
being establ ished by th is message.  

Th is message causes the new ljO Process associated with the N exus to be put in the 
Queue,  and al lows the Target to reorder it re lative to other  commands that cu rrently 
may be queued . I f  no 1/0 Process is currently being executed for that L ogical Unit, 
then the new 1/0 Process is executed immed iate ly. 

s 
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An l/0 Process with a S I M PLE QUEUE TAG may be placed anywhere in  the Queue,  
subject to the fo l lowing ru les :  

• I f  there are no 1/0 Processes with ORDERED QUEUE TA GS or  HEAD OF 
QUEUE TA GS in the Queue, the Target may place the new 1/0 Process 
anywhere in  the Queue.  

• I f  there are 1 /0 Processes with ORDERED QUEUE TAGS or  H EAD OF 
Q U E U E  TAGS in the Queue, the Target may p lace the new 1/0 Process in 
the Queue between the rear of the Queue and the ORDERED QUEUE TAG 
or H EAD OF QUEUE TAG 1/0 Process closest to the rear of the queue 
received by the Target. 

There are other ru les for reorder ing 1/0 Processes . See Queue for an i l l ustration of 
this behavior. 

Summary of Use: The S I M PLE QUEUE TAG Message is sent by an I n it iator to a 
Target to cause the 1/0 Process to be placed in  the queue.  The S I M PLE Q U E U E  TAG 
Message is sent by a Target to an I n itiator to re-establ ish a Nexus du ring a Recon­
nect. 

Single-Ended Interface. The Sing le-Ended I nterface is one of two electrical 
interfaces (see Differentia/ Interface) defined for SCS I .  The electrical interfaces are 
the means by wh ich the Data Bus Signals and Control Signals are transm itted and 
received by SCSI Devices . 

The Sing le-Ended I nterface transm its the signals using a s ing le wire with a g round 
retu rn . The d river pu l ls the wire to g round to Assert the s igna l ,  and e ither goes to a 
h igh impedance state or pu l ls the wire h igh to Negate the s ignal .  I n  any case, the 
d river must be able to go  to a high impedance state when the device is not enabled 
on the bus .  The receiver detects the vo ltage and decides the state of the s ignal .  The 
top half of D iag ram 31  shows the operating characteristics of the d river, and the 
bottom half shows the operating characteristics of  the receiver. 

Note that the .. Signal Negated .. portion of the Driver Requ irements is on ly meaningful  
for SCSI Devices with Active Pull-ups . Devices with . .  open-col lector .. d rivers can on ly 
Release a s ignal .  
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Other  characteristics of t he  Sing le-Ended I nterface are : 

• The current at any s ignal  input must not exceed : 

• -0.4 rnA when the input voltage is 0 .5 V. 

• 0 . 1  rnA when the input voltage is 2.7 V. 

These must also ho ld when the device is powered down . 

• The capacitance on any signal input must not exceed 25 p F. Note that th is is 
measured at the connector and includes:  

• Connector capacitance ;  
• Printed circu it trace capacitance ;  
• SCSI  p rotocol Chip capacitance .  

• The Termination biases each signal when Released between 2.85 V and 
2 .  7 V when using the "Preferred " Circu it. When using the "Old Style" Ci rcu it, 
the bias is between 3.5 V and 2 . 1  V. The variation in  b ias voltage is due  to 
resistor to lerances at the Term inator, and , in the case of the "Old-Style" 
C i rcu it, is also due to variation in  the Terminator Voltage . 

The advantages of the Sing le-Ended I nterface are : 

• The Sing le-Ended I nterface uses less power than the D ifferential I nterface . 
S ing le-Ended d rivers have less current to s ink than D ifferential d rivers , and 
there are half as many l ines to d rive . 

• The Sing le-Ended I nterface d issipates less power than the Differential 
I nterface . An 8-b it D ifferential d river set wi l l  d iss ipate up to about 4 watts, 
wh i le an 8-b it S ing le-Ended d river set d issipates less than 1 watt. 

• As of th is writi ng ,  the S ing le-Ended I nterface is several do l lars cheaper to 
implement than a D ifferential I nterface. 

The d isadvantages of the Sing le-Ended I nterface are : 

• Cable length (6 meters) is actual ly pretty short .  By the t ime the cable is 
routed through a decent s ized computer cabinet, there is l i tt le extra length 
avai lable to go outs ide the box. You should use the D ifferential I nterface 
when the cab le must leave a cabinet for a total cab le length longer than 6 
meters. 
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® Signal q ual ity is "poorer" than with the Differential I nterface. This must be 

qual ified : If you use cheap f lat ribbon cable ,  route i t  poorly with i n  the cabinet, 

exceed stub lengths ,  and use passive termination with low term inator power 

voltage ,  you can expect to have signal qual ity problems. I f  you use good 

q ual ity cab le ,  route with care , use active term ination ,  and general ly observe 

the requ i rements and recommendations of the standard , you shou ld have no 

troub le .  In other words ,  the Single-Ended I nterface is more susceptib le to 

carelessness in  fo l lowing the standard . 

Soft Reset. "Gently retu rn to you r  in it ial state . "  Not qu ite. Soft Reset is  one of two 

ways that a SCSI Device can respond to the Reset Condition (the other way is ,  of 
cou rse, Hard Reset) . The problem with Hard Reset is that everyth ing on the Device 
gets cleared . Th is includes Devices that were mind ing their  own bus iness off the bus.  

That seems k ind of unfai r .  Why shou ld a behaving Device get nai led? The Reset 
Cond ition is usual ly used to get a fai led Device off the bus ,  usual ly when the Device is 
refus ing to respond to the A ttention Condition . This cou ld be bad , particularly if the 
Device gets nai led in  the midd le  of a sector write . 

Soft Reset attem pts to address that problem . A Device that has imp lemented Soft 
Reset does not get nai led by the Reset Condition .  I n  fact , the fi rst ru le is easy: 

• I f  the Device that has imp lemented Soft Reset is not cu rrently Connected to 
the bus ,  it ignores the Reset Cond ition .  

If the Device is Connected ,  i t  gets a l itt le stickier, but  not  too bad . What? You 've read 
the standard ?  It's ygjy? Wel l ,  I 'm  here to te l l  you to forget what you read , because 
there is a l itt le loophole .  I t  turns out that if the Target can 't determine where exactly it 
was interrupted d u ring the Connection ,  it can abort the ljO Process and retu rn 
SENSE Data (if asked) that says the l/0 Process was Aborted . The Target can 
choose when to conti nue  or abort the 1/0 Process based on the capabi l it ies of your  
SCSI  Protocol Chip .  

Nonetheless, w e  wi l l  comment o n  each of the n ine requ i rements/cond it ions  for 
implement ing Soft Reset (the numbers refer to the numbers in the SCS/-2 Standard 
under  Soft Reset) : 

( 1 ) An I n itiator cannot be sure the Target real ly has safely stored the informa­
t ion requ i red for the Nexus to be establ ished un less the Target has been 
able to change to another  Bus Phase.  Unti l  then ,  the Target cou ld  sti l l  be 
examin ing  the contents of the Messages . 

(2) If the Target knows what it's got, then it knows the N exus,  and can consider 
the 1/0 Process fu l ly identified . 

s 
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(3) I n  this case, the I n itiator believed that the Target had d iscarded the 1/0 

Process in question .  Or, the In itiator implemented Hard Reset and forgot al l  
about the previous 1/0 Process. The result is overlapped 1/0 Processes. 

(4) Same reasons as (3) with reversed ro les. 

(5) The fal l ing edge of the A CK Signal defines the end of this Bus Phase. If  the 
I n itiator knows it d id it, then it has accepted the Message and can consider 
the 1/0 Process completed . 

(6) Same reasons as (5) . The Target knows that the I n itiator understands and 
accepts a Message when it negates ACK (with the A TN Signal false) for 
the last (or on ly) byte of the Message. 

(7) In general ,  the I n it iator should perform an action cal led for by a Message 
before negating the ACK Signal for the Message.  

(8)  Same reasons as (6) and (7) . 

(9) Th is is one of those situations where a Device can't be sure that someth ing 
has happened . Th is al lows the 1/0 Process to be aborted . 

There! Now that isn 't so hard . . . . 
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Status. Status is a brief ind ication of what the Target d id  with the SCSI Command 
or ljO Process . The Status Code is sent from the Target to the I n itiator d u ring the 
STA TUS Phase . Before we get into specifics, we can summarize the k inds of 
cond itions  reported in  the Status Code:  

• Successfu l  com pletion of  the command. 

• The command fai led to be completed ; the 1/0 Process terminates. 

• The Target cou ld  not do  the 1/0 Process now, but wi l l  be able to later .  

Table 1 9  shows the cu rrently def ined SCSI Status Codes : 

TABLE 1 9 : STATUS BYTE CODE VALUES 

I Hex Code Status Ind icated I 
00 GOOD STATUS 

0 2  CHECK CONDITION 

04 CONDITION MET/GOOD STATUS 

08 BUSY 

1 0  INTERMEDIATE GOOD STATUS 

1 4  I NTERMEDIATE/CON DITION MET/GOOD STATUS 

1 8  RESERVATION CONFLIG 

22 COMMAND TERMINATED 

2 8  QUEUE FULL 

A l l  others Reserved 

s 
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We wi l l  now briefly define each code with in the categories described above. More 
detai led defin it ions are found in the Device-Specific volumes of the SCSI Encyclope­
dia.  The f i rst g roup of codes report successful completion : 

GOOD STATUS: This is the most typ ical status returned s ince it ind icates that 
the command was performed as requested with no p roblems or  other  cond i­
tions  deemed necessary (by the Target) to report. 

CONDITION MET: This status is reported for a very short l ist of commands.  
Th is status ind icates that there were no problems with the command ,  and a 
further ind ication that a cond ition specified by the command was met. Th is 
status causes the Contingent Allegiance Condition to be created.  Specifi­
cally, the commands that can retu rn this status are: 

• S EARCH DATA commands for Direct Access Devices;  the data to be 
searched for was found 

• PRE- FETCH command for Direct Access Devices; there was sufficient 
cache space for al l  b locks requested to be p re-fetched.  

• M EDI U M  SCAN command for Optical Memory Devices; the area of the 
media that met the scan condition (e .g . ,  b lank media) was found .  

INTERMEDIATE GOOD STATUS: Th is is the same as GOOD STATUS, except 
that the com mand was part of a sequence of Linked Commands . I f  the 
Target is to retu rn GOOD STATUS, and the LI N K  bit i n  the Command 
Descriptor Block (CO B) is set to one, then this Status Code is retu rned 
instead . If the com mand is the last of a sequence of Linked Commands,  then 
GOOD STATUS is retu rned since the LI N K  b it is zero. 

INTERMEDIATE/CONDITION MET/GOOD STATUS: This is the same as 
CON DITION M ET, except that the command was part of a sequence of 
Linked Commands . I f  the Target is to retu rn CON D IT ION M ET, and the 
LI N K  b it in  the Command Descriptor Block (COB) is set to one,  then this 
Status Code is retu rned instead . If the command is the last of a sequence of 
Linked Commands,  then COND ITION M ET is retu rned s ince the LI N K  bit is 
zero. 

The second g roup reports the fai lu re of the command to com plete . N ote that the state 
of the LI N K  b it in the C O B  does not affect this kind of Status Code; in fact, the 
sequence of Linked Commands is broken when one of these codes is retu rned (the 
1/0 Process is term inated) . 

CHECK CONDITION :  This code is retu rned for any fai l u re or  fau lt in the 
execution of the command .  Techn ically, the "CH ECK" means to check 
SENSE DATA, by issu ing a REQU EST SENSE command .  Th is status causes 
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the Contingent Al legiance Condit ion to be created ; the Target retu rns th is 
code if it has some cond ition to report by Sense Data. 

COMMAND TERMINATED: This code is returned on ly if the I n it iator sent a 
TERMINA TE lfO PROCESS Message . When the I n itiator sends that mes­
sage,  and the Target d id not fu l ly complete the command,  and no other 
fai l u re occurred that wou ld requ i re CHECK CON D ITION Status,  th is Status 
Code is sent. Th is status causes the Contingent Al legiance Condit ion to be 
created . 

The th i rd g roup of codes reports cond itions that prevented the acceptance of the l/0 
Process at th is time.  I n  al l  cases, the I n itiator can try again later in hopes that the 
cond it ion of the Target has changed . 

BUSY: This Status Code is returned when the Target is incapable of accepting 
the command .  Th is can occur: 

• When the Target does not implement a Queue and is busy with another 
1/0 Process from another I n itiator. 

• When a Cont ingent Alleg iance Cond ition exists and the Target cannot 
al locate more space for SENSE DATA. 

• When an Extended Contingent Allegiance Condition exists for another 
I n itiator for the Log ical Un it. 

RESERVATION CONFLICT: This code is retu rned when a reserved un it or 
port ion of the un it must be accessed in order to execute the command .  

QUEUE FULL:  Th is code is retu rned when the Queue has no space to  receive 
another  1/0 Process. Th is status is only used for Tagged Queu ing .  

s 
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STATUS Phase. The Status byte is transferred from the I n itiator to the Target 
du ring the STATUS Phase. The STATUS Phase can fol low one of these fou r  phases: 

• Fol lowing a COMMAND Phase. I n  this case, the SCSI Command had no 
DA TA Phase associated with it, or the command cou ld not be accepted at 
this time,  or  the ljO Process was terminated before the DATA Phase cou ld 
occu r. 

• Fol lowing an IDENTIFY Message or Queue Tag Message from the I n itiator 
to the Target. I n  th is case, the command could not be accepted at th is t ime, 
or  the I DENTI FY Message was for an unsupported LU N or  function .  

• Fo l lowing an I DENTI FY Message or Queue Tag Message from the Target to 
the I n itiator. Th is is usual ly for the completion of a command that was 
execut ing after a Disconnect. An example of this is a d isk write wh ich may 
be com pleted whi le d isconnected after the data is transferred to the Target's 
data buffer. 

• Fol lowing a DATA Phase ( I N or OUT) . Th is s ignals the comp letion status of 
the command fo l lowing the data transfer associated with the command.  

The STATUS Phase may on ly be fo l lowed by a completion MESSA GE IN Phase ;  
either a COMMAND COMPLETE Message , one of  the  two LINKED COMMAND 
COMPLETE Messages , or  the INITIA TE RECOVER Y Message (see Extended 
Contingent Allegiance (ECA) . 

Diag ram 32 on the fo l lowing page i l lustrates these possib le phase transit ions into and 
out of the STATUS Phase. 
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D I AG RAM 32 :  STATUS PHAS E  TRANS ITI O N S  
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Status Pointer. The Status Pointer refers to the destination of Status with in  the 
I n it iator.  Th is pointer, l i ke al l  po inters, has a Saved Pointer and a Active Pointer. 
Since there can on ly be a s ing le Status byte, it m ight seem s i l ly to have a whole 
pointer for that one byte. I t  turns out that it is easier to handle Status the same way as 
Commands and Data for phase retry purposes. (Also, in  the ear ly stages of the SCSI 
standard development, STATUS Phase cou ld have mu lt ip le bytes) . Th is pointer can 
therefore have on ly two states ;  it is e ither equal to the Saved Status Pointer, or equal 
to the Saved Status Pointer  p lus one. See Pointers . 

Synchronous Data Transfer. Synchronous Data Transfer is an alternate , 
optional method for moving data between two SCSI Devices . Depending on imp le­
mentation detai ls ,  a s ign ificant (2 t imes or more) performance gain can be realized . 
Synch ronous Data Transfer may on ly be used during a DA TA IN Phase or a DA TA 
OUT Phase.  

We recommend that you understand Asynchronous Data Transfer before d iving into 
this subject! 

Let's review the Asynchronous Data Transfer, which proceeds with the steps shown in 
Table 20. 

TABLE 20:  REVIEW OF ASYNCH RONOUS DATA TRAN S FER 

Steps During Transfer OUT Steps During Transfer I N  

Target Asserts R EQ Target Asserts Data 

I n itiator Asserts Data Target Asserts R EQ 

I n itiator Asserts ACK I n itiator Asserts ACK 

Target Negates R EQ Target Negates R EQ 

I n it iator Negates ACK I n itiator Negates ACK 
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This works very wel l ,  but there is a lot of wasted time.  The actual work of sending the 
data occu rs in the fi rst two or  th ree steps. Also , s ince each step m u st wait for the 
previous step to com plete , there are several delays due to the speed of s ignals and 
data propagating down the Cable . Recal l  the performance equation from the Asyn­
chronous Data Transfer: 

Where: ted is the cable propagation delay. 
t d is the internal device delay from receiving a sig nal  to respond ing with 
P another s ignal .  

tds is the Deskew Delay. 
tcs is the Cable Skew Delay. 

I t  wou ld  be n ice to e l im inate , or at least min im ize, the wasted time .  Funny th ing ,  that's 

s 

what Synchronous Data Transfer attempts to do;  the transfer time is not a function of 

1 these de lays . I n stead , the transfer time is equal to the clock period , known as the 
Synchronous Transfer Period. 

Synch ronous Data Transfer uses the REQ Signal and the A CK Signal as clocks to 
d i rectly latch data into the destination , and to clock circu its that keep track of the state 
of the transfer. I n  th is transfer mode, the REQ and ACK signals do not interlock; they 
are issued independently by each device . I n  other words ,  the R EQ and ACK signals 
are sent out  as a string of c lock pu lses. In a nutshe l l :  

• During a transfer I N ,  the Target clocks data into the I n it iator on  each R EQ 
pu lse.  The I n itiator retu rns an ACK pulse for each R EQ pu lse.  

• During a transfer OUT, the Target sends a REQ pu lse for each data transfer 
req uested from the I n itiator. The I n it iator retu rns an AC K that clocks the data 
into the Target, one for each REQ pulse.  

Note that the n u m ber of R EQ pu lses sent by the Target m ust be equal  to the number 
of AC K pu lses sent by the I n itiator at the end of the data transfer. I f  the Target has not 
received ACK pu lses equal  to the REQ pu lses, it may not change to another  phase 
unt i l  all ACKs are rece ived .  Note also that a �� received ACK pu lsen is the whole pu lse ;  
the trai l i ng edge m u st also be received.  These facts al low the I n it iator to ho ld the end 
of the Phase unt i l  it can check for Parity or other errors . 

The d iag rams that fo l low on  the next pages i l l ustrate a Synch ronous Data Transfer 
system .  I t  shou ld be noted that th is is a s imp l if ied model ,  and that other im plementa­
t ions (e . g . ,  a s ing le  FI FO) are poss ib le .  
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Each Target contains the fol lowing elements (Diagram 33) : 

• A Data Send FI FO: The data to be sent to the I n itiator is passed th rough  this 
F I FO. Data is clocked into the FI FO in a Controller specific manner;  e .g . ,  a 
DMA chan ne l .  Data is clocked out of the FI FO on the trai l ing edge of the 
R EQ signal (with a catch ; more on this later) . I f  the Send FI FO is empty, the 
transfer is he ld up (see below) . 

• A Data Receive FI FO. The data received from the I n it iator is passed through 
th is  F I FO. Data is clocked into the FI FO on the lead ing edge of  the ACK 
sig na l .  Data is clocked out of the FI FO in a Contro l ler  specific manner.  I f  the 
Rece ive FI FO is fu l l ,  the transfer is held up (see below) . 

• A Transfer Counter. Th is counter keeps track of the number  of bytes trans­
ferred with the I n itiator .  The counter is decremented once on every lead ing 
edge of  the R EQ sig nal .  When the count is zero ,  the transfer is comp leted .  

• An Offset State M ach ine .  Th is is actual ly a state mach ine and cou nter .  Th is 
b lock keeps track of the Synchronous Offset. When the offset is exceeded,  
the transfer is held up .  More on th is  in a coup le of  pages.  

• A R EQ Generator. The R EQ generator creates the R EQ tim ing for the 
transfer. The R EQ generator emits REQ pu lses as long as one of  the 'ho ld '  
cond itions l isted above doesn't occur. The spacing between the pu lses is the 
previously ag reed to Synchronous Transfer Period. 

To beg in a transfer,  the Target sets the Transfer Counter.  For a transfer I N ,  the Target 
loads data into the Send FI FO.  For a transfer OUT, the Target lets the R EQ signals 
go out ,  and when the I n it iator responds with AC K sig nals ,  takes the data out of the 
Receive FI FO.  Detai ls of th is f low fol low the block d iagrams.  
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Each I n it iator contains the fo l lowing elements (Diag ram 34) : 

• A Data Send FI FO: The data to be sent to the Target is passed th rough  th is 
F I FO. Data is clocked into the FI FO in a Host specific manner; e . g . ,  a DMA 
chan ne l .  Data is clocked out  o f  the  FI FO on the  trai l ing edge of  the ACK 
sig nal (with a catch;  more on this later) . If the Send FI FO is empty, the 
transfer is held up (see below) . 

• A Data Receive FI FO.  The data received from the Target is passed through 
th is  F I FO. Data is clocked into the  FI FO on the  lead ing edge of  the R EQ 
sig na l .  Data is clocked out of the FI FO in a Host specific manner. If the 
Receive FI FO is fu l l ,  the transfer is held up  (see below) . 

• A Transfer Counter. Th is counter keeps track of the n u m ber of bytes trans­
ferred with the Target. The counter is decremented once on every lead ing 
edge of  the AC K s ignal .  When the count is zero ,  the transfer is comp leted.  

• An Offset State M ach ine .  Th is is actual ly a state mach ine and counter. Th is 
block keeps track of the Synchronous Offset. When the offset is exceeded , 
the transfer is held up .  More on this in a couple of pages. 

• An ACK Generator. The AC K generator creates the ACK tim ing  for the 
transfer. The ACK generator emits ACK pu lses as long as one of the 'hold ' 
cond itions l isted above doesn't occur. The spacing  between the pu lses is the 
previously ag reed to Synchronous Transfer Period. 

As wi l l  be seen ,  the I n itiator has a tougher job than the Target (it's about time! ! ) .  S ince 
the I n itiator cannot be sure exactly when the Target wi l l  change to a DA TA Phase ,  the 
I n itiator circu it must always be ready to receive R EQ pu lses and poss ib ly data (on a 
DA TA IN Phase) . The I n itiator detects that the Target has beg un  a DATA Phase 
when the Offset State M ach ine ind icates a non-zero cu rrent offset. Then the I n itiator 
can set the Transfer Counter. For a transfer OUT, the I n itiator loads data into the 
Send FI FO. For a transfer I N ,  the I n itiator detects the R EQ signals coming in , and 
responds with ACK s ignals whi le taking the data out of the Rece ive FI FO. Detai ls of 
this f low fo l low the b lock d iagrams.  
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The alert student wi l l  notice how sim i lar the two b lock d iagrams are. The exact 
d ifferences are :  

• The ro les o f  the  R EQ Signal and the ACK S ignal are reversed.  

1 36 

• The Target has a R EQ Generator, and the I n it iator has an ACK Generator. 

• There are some minor  d ifferences in the Offset State M ach ine ,  wh ich are not 
evident in the block d iagrams.  We wi l l  d iscuss these d ifferences now. 

The Offset State M ach ine state transition d iag ram for the Target is shown in 
Diagram 35 on the next page .  The Offset State Machine actual ly consists of a f in ite 
state mach ine and a Current Offset Counter. The counter is able to compare the 
setting  of the Synchronous Offset with the current state of the counter. The Offset 
State M ach ine provides a HOLD output to the REQ Generator. There are fou r  states :  

( 1 ) Okay to Transfer.  The Target beg ins al l  DA TA Phases i n  th is state . As long 
as the Offset State M ach ine is in th is  state , the "HOLD" output is false. The 
Offset State M ach ine stays in this state unt i l  the leading edge of a R EQ 
pu lse o r  an ACK pu lse.  

(2) I ncrement Offset. When the Offset State Mach ine detects the leading edge 
of a R EQ pulse, it momentarily enters th is state to increment the Current 
Offset Counter. I f  the cu rrent state of the counter is less than the Synchro­
nous Offset, the next state is Okay to Transfer. I f  the cu rrent state of the 
cou nter is equal to the Synchronous Offset, the next state is Transfer Ho ld .  
The Offset State M ach ine shou ld  stay in th is state for less than an A sser­
tion Period to be sure that it can detect an outstand ing AC K pu lse and the 
next R EQ pu lse.  

(3) Decrement Offset. When the Offset State Mach ine detects the leading edge 
of an AC K pu lse,  i t  momentarily enters this state to decrement the Current 
Offset Cou nter. The next state is always Okay to Transfer. The Offset State 
M ach ine shou ld stay in this state for less than an Assert ion Period to be 
sure that i t  can detect an outstanding REQ pu lse and the next ACK pu lse. 

(4) Transfer Hold.  When the Offset State Machine is in this state , a l l  transfers 
are inh ib ited ;  the HOLD output is true.  The Offset State M ach ine stays in 
th is state u nt i l  the next AC K pu lse is received .  Th is causes a transit ion to 
the Decrement Offset state . 

Note that the Offset State M ach ine must be in the Okay to Transfer state , with the 
Cu rrent Offset Counter at  zero ,  before the Target can proceed to another  phase. 
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The Offset State M ach ine state transition d iagram for the I n itiator is shown in  
D iag ram 36 on the  next page .  As  with the Target, the  Offset State M ach ine  consists of 
a f in ite state mach ine and a Current Offset Counter. The use of the cou nter is d ifferent 
for the I n itiator: the cou nter is compared with zero instead of the Synchronous 
Offset. The Offset State Mach ine provides a HOLD output to the ACK Generator. 
There are fou r  states :  

( 1 ) Transfer Ho ld .  The I n itiator beg ins a l l  DA TA Phases in th is  state. I n  this 
state , the number of R EQ pu lses received equals the number  of ACK pu lses 
sent. When the Offset State Mach ine is in this state, a l l  transfers are 
inh ib ited ;  the HOLD output is true. The Offset State M ach ine stays in  this 
state u nti l  the next REQ pu lse is received.  Th is causes a trans it ion to the 
I ncrement Offset state . 

(2) I ncrement Offset. When the Offset State Mach ine detects the lead ing edge 
of a R EQ pu lse,  i t  momentarily enters this state to increment the Current 
Offset Counter. The next state is always Okay to Transfer. The Offset State 
M ach ine shou ld stay in this state for less than an A ssertion Period to be 
sure that it can detect an outstand ing ACK pu lse and the next R EQ pu lse. 

(3) Decrement Offset. When the Offset State Mach ine detects the leading edge 
of an AC K pu lse,  it momentarily enters this state to decrement the Current 
Offset Counter. I f  the current state of the counter is g reater than zero, the 
next state is Okay to Transfer. If the cu rrent state of the cou nter is zero, the 
next state is Transfer Ho ld .  The Offset State M ach ine shou ld  stay in th is 
state for less than an Assert ion Period to be sure that it can detect an 
outstand ing R EQ pu lse and the next AC K pu lse. 

(4) Okay to Transfer. As long as the Offset State M ach ine is in this state , the 
11 HOLD11 output is false. The Offset State M ach ine stays in th is state unti l  the 
lead ing edge of a R EQ pu lse or an ACK pu lse. In th is state , the number of 
R EQ pu lses received is g reater than the number of AC K pu lses sent. 

Note that the Offset State M ach ine must be in the Transfer Ho ld  state , with the 
Current Offset Counter at zero ,  before the Target can proceed to another phase. 
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Table 21  summarizes the d ifferences between the Target and the I n itiator m ach ines .  

TABLE 21 : OFFSET STATE MACH I N E :  I N ITIATOR VS. TARGET 

Target Offset State M ach ine I n itiator Offset State M ach ine  

I n it ial State is Okay to  Transfer I n it ial State is Transfer Ho ld 

H old when current offset is equal to Hold when current offset is equa l  to zero 
Synchronous Offset 

Exit Transfer Ho ld state on leading edge Exit Transfer Ho ld state on  lead ing edge 
of ACK of R EQ 

Enter Transfer Hold state after an offset Enter Transfer Hold state after an offset 
increment decrement 

Final State is Okay to Transfer; cu rrent Final State is Transfer Ho ld ;  cu rrent 
offset is zero offset is zero 

There are two fundamental reasons for these d ifferences : 

• The Target issues R EQ pu lses, and these cause the current offset to in­
crease.  The Target can on ly cause the current offset to increase;  i t  cannot 
decrease it. Therefore , the Target must inh ibit itself so that it does not exceed 
the l im it imposed by the Synchronous Offset. 

• The I n it iator issues ACK pu lses, and these cause the current offset to de­
crease. The I n itiator can on ly cause the current offset to decrease; it cannot 
increase it. Therefore , the I n itiator must inh ib it itself so that it does not issue 
more ACK pu lses than the number of  REQ pu lses received .  

The next fou r  d iag rams show the detai ls of  Synchronous Data Transfer flow for 
Targets and I n itiators and for DA TA IN Phase and DA TA OUT Phase.  Refer to the 
previous b lock d iag rams wh i le studying these d iagrams.  

Diagram 37 shows the flow for  DATA IN  Phase for the Target. The Target sets up  the 
Synchronous Data Transfer circu it by load ing the Transfer Counter. I t  then beg ins 
presenting data to  the I n itiator by loading the Send FI FO. Th is al lows the R EQ 
Generator to begin sending R EQ pu lses to the I n itiator. 

I f  the I n itiator doesn't start respond ing with ACK pu lses immed iate ly, the Offset State 
Mach ine wi l l  cause a Transfer Ho ld .  A Transfer Hold could also occur if the Send 
Fl FO is empty. 

The data transfer continues u nti l  the Transfer Count decrements to zero . At th is point ,  
al l  data has been transferred from the Target to the I n itiator. The Target now waits for 
the I n itiator to f in ish sending the rest of the ACK pu lses . When the current offset 
returns to zero, the Phase is completed . 
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Diagram 38 shows the flow for DATA I N  Phase for the In itiator. When the Target 
changes to DATA I N  Phase, it beg ins sending data immed iately with the first REQ 
pu lse,  which clocks the d ata into the Receive FI FO. As a consequence, un less the 
In itiator  is very fast, the I n itiator's Receive DATA FI FO is already ful l  of data from the 
Target. The I n itiator sets up the Synchronous Data Transfer circu it by load ing the 
Transfer Counter. I t  then beg ins taking data from the Target by un load ing the Receive 
FI FO. Th is al lows the ACK Generator to beg in sending ACK pu lses to the Target. 

I f  the Target doesn't start responding with REQ pu lses immed iately, the Offset State 
M ach ine wi l l  cause a Transfer Ho ld .  A Transfer Hold cou ld also occur if the Receive 
FI FO is fu l l .  

The data transfer  continues unti l  the Transfer Count decrements to  zero. At th is point, 
al l  data expected by the I n itiator has been transferred from the Target to the I n itiator. 
When the cu rrent offset retu rns to zero, the Phase is (hopefu l ly) comp leted . 

If the cu rrent offset is not zero, then more R EQ pu lses are sti l l  outstand ing .  The 
Target is expect ing to send more data. The I n itiator must take this data from the 
Target even if it must d iscard it. An appropriate I n itiator response is to create the 
Attention Condition and continue to take and d iscard data u nti l  the A TN Signal is 
recogn ized by the Targe�, and then issue the ABORT Message. In general ,  the 
I n itiator shou ld stay prepared for more DATA IN Phase data unti l the R EQ Signal is 
asserted in another  Information Transfer Phase.  (Note : Some SCSI protocol 
control lers have a mode cal led "Transfer Pad" ,  wh ich is used for this situation) . 
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Diagram 39 shows the flow for DATA OUT Phase for the Target. The Target sets up  
the Synchronous Data Transfer circu it by  loading the Transfer Counter. I t  then beg ins 
requesting data from the I n itiator because the REQ Generator is al lowed to begin  
sending R EQ pu lses to  the  I n itiator. 

If the I n itiator doesn't start responding with ACK pu lses immed iately, the Offset State 
Mach ine wi l l  cause a Transfer Hold .  A Transfer Hold cou ld also occur when the 
Receive FI FO is fu l l .  The I n itiator ACK pu lses clock data into the Receive FI FO,  and 
the Target takes the data by removing it  from the Control ler end .  

The data transfer continues unti l  the Transfer Count decrements to  zero. At th is  point , 
al l  data has been requested from the I n itiator. The Target now waits for the I n it iator to 
f in ish sending the rest of the ACK pu lses and data. When the current offset returns to 
zero , the Phase is com pleted . 
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Diagram 40 shows the flow for DATA OUT Phase for the I n itiator. The I n itiator sets up  
the Synchronous Data Transfer circu it by  loading the Transfer Counter with the 
expected transfer count. It then beg ins sending data to the Target by load ing the Send 
FI FO.  Th is al lows the ACK Generator to beg in  sending ACK pu lses to the Target and 
clocking data into the Target's Receive FI FO. 

I f  the Target doesn't start responding with REQ pu lses immed iately, the Offset State 
Mach ine wi l l  cause a Transfer Hold . A Transfer Hold cou ld also occur if the Send 
FI FO is empty. 

The data transfer continues unti l  the Transfer Count decrements to zero. At this point, 
al l  data expected by the I n itiator has been transferred to the Target from the I n itiator. 
When the current offset returns to zero, the Phase is (hopefu l ly) com pleted . 

If the current offset is not zero, then more R EQ pu lses are sti l l  outstand ing .  The 
Target is expect ing to receive more data. Just l ike with DATA I N  Phase,  the I n itiator 
must send data to the Target even if it is garbage data. An appropriate I n itiator 
response is to create the A ttention Condition and continue to send "data" unt i l  the 
A TN Signal is recogn ized by the Target, and then issue the ABOR T  Message . I n  
general ,  the I n itiator should stay prepared for more DATA OUT Phase data unt i l  the 
R EQ Signal is asserted in  another Information Transfer Phase .  (Note : The "Transfer 
Pad" mode can also be used for this situation) . 
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What? There's more? Wel l ,  we thought it wou ld be n ice to show the exact t im ing  of a 
Synch ronous Data Transfer. . .  
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FIGURE  5: SYNCHRONOUS DATA TRANSFER OUT - I N ITIATOR TO TARGET 

The Detai ls are shown in Figu re 5 :  

(a) Triton has beg u n  send ing a sequence of  R EQ pu lses to  Iapetus .  The 
lead ing edge of the fi rst R EQ pu lse def ined th is as a DA TA OUT Phase.  
Triton sends out a number of  R EQ pu lses appropr iate to the amount of  data 
that it can accept from the I n it iator. Wh i le the number of R EQ pu lses 
outstand ing  is usual ly equal to the Synch ronous Offset, Triton may decide 
not to send R EQ pu lses unt i l  he is ready to receive more data. Th is  usual ly 
happens when Triton 's data path stal ls ;  he can 't take data unt i l  an internal 
resou rce becomes avai lable .  

After the s ignal propagates down the cab le for a t ime,  Iapetus detects the 
R EQ sig nal go ing true at her input, which increments her  Current Offset 
Counter. Depend ing on the ch ip and other imp lementation detai ls ,  I apetus 
may be able to respond to the new phase immediately (particu larly if the 
phase was expected next) , or  she may need to do  some cleanu p  of the 
previous phase and bookkeeping before she can get started .  In any case , 
the Cu rrent Offset Counter must accept the incoming R E Q  pu lses to the 
l im it of the Synchronous Offset.  
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(b) Now Iapetus is ready to start send ing data to the Targ et. The f i rst th ing she 

does is to  set the data bus to  the value of  the f i rst d ata byte (or  word , see 
Wide Data Transfer) to send .  

(c) After a 55 nsec de lay, Iapetus asserts t he  ACK signal true for no  less than 
90 nsec,  after which she may negate ACK. The 55 nsec de lay p rovides 
d eskew tim e  for the Target receiving latch or  F I FO. The I n it iator may extend 
the assert ion of  the AC K sig nal to prevent the Target f rom chang ing  Phase 
for pu rposes of checking for errors and possib ly creat ing the A ttention 
Condition . 

(d) After the data and AC K sig nal propagate down the cab le for a t ime ,  Triton 
detects the AC K sig nal  go ing true at h is  input .  When h e  sees the AC K, he 
knows the data is val id on the bus ,  so  he clocks i t  from the bus d i rectly with 
the AC K sig nal and eventual ly stores the data to its f ina l  destination .  The 
AC K also d ecrements h is Cu rrent Offset Cou nte r .  

Note what happened to the set up t ime and ho ld t ime  for the data. When it  
left I apetus ,  there was 55 nsec of set up  time between the data arriving and 
the lead ing  edge of the AC K s ignal , and 1 00 nsec of ho ld time  after the 
AC K. But when it reached Triton ,  there was no more lead t ime ,  and the ho ld 
t ime was 45 nsec. A total of  55 nsec d isappeared from both t imes.  

The 55 nsec t im e  is i ntended to account for  skew in the ci rcu it , and is made 
up  of two parts . The fi rst part is cal led the Deskew Delay (45 nsec) ,  wh ich 
is intended to compensate for internal skews in  both d evices ( I n it iator and 
Target) . The second part is cal led the Cable Skew Delay ( 1  0 nsec) ,  wh ich 
is intended to com pensate for propagation speed d ifferences between 
s igna ls on  the cab le .  The SCSI standard al lows 1 0 nsec for th is s ignal  skew, 
and therefore the user ought to use a Cable that at least meets this requ i re­
ment .  

In  p ractice the set  u p  t ime and/or hold time  wi l l  be large r, s ince the worst 
case cond itions can not occur both ways . These n u mbers are intended as a 
g u ide l i ne  for desig ners of the receive data ci rcu it . 

(e) After  a d e lay of 1 00 nsec from the lead ing edge of the ACK pu lse ,  Iapetus 
is a l lowed to change the data bus. Th is delay provides hold t im e  for the 
Target receiving latch or  F I FO.  

(f) Triton contin ues send ing  R EO pu lses u nt i l  he  h as requested a l l  of  the data. 
The lead ing  edges of the R EO pu lses must be separated by no  less than 
t ime txp(t) ' wh ich is the Synchronous Transfer Period that I apetus said she 
cou ld hand le  d u ring  Synchronous Data Transfer Negotiation . I apetus 
conti nues send ing data and ACK pu lses unt i l  the Offset State M ach ine  and 
transfer cou nt reach zero, as described above . As with the R EQ pu lses, the 
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lead ing edges of the ACK pulses must be separated by no less than t ime 
�p(i) ' which is the Synchronous Transfer Period that Triton said he  cou ld 
handle during Synchronous Data Transfer Negotiation .  

Some add itional observations on Synchronous Data Transfer OUT: 

• OUT and I N :  These terms are used throughout the SCSI standard to indicate 
the current data d i rection .  They are re lative to the I n itiator; data goes OUT 
from the I n itiator to the Target and IN from the Target to the I n itiator. 

• Since the transfer is synchronous, cable propagation time does not affect the 
transfer rate . One device throws data and pu lses out on the cable .  The other 
device has plenty of t ime (relatively) to respond with its pu lses. Cable skew 
(that is ,  the d ifference in delay between any two signals) , on the other hand,  
is s ignificant with regard to set up  and hold time,  as noted above. 

• The MSG, CjD, and f/0 Signals must be stable for the 400 nsec (or more) 
delay after changing to the DA TA OUT Phase before the Target may beg in 
sending REQ pu lses to beg in the transfer. The phase does not beg in u nti l  the 
lead ing edge of the fi rst R EQ pu lse. Some I n itiator ch ip  implementations,  in a 
s incere effort to gain some performance, detected phase changes when the 
M SG ,  C/D ,  and/or 1/0 signal (s) changed state. If the three l ines changed at 
d ifferent times, the device would ind icate the one or  more wrong phases 
before ind icating the correct phase. A person using one of these devices 
should ensure that the phase detected in such a manner is the same phase 
when the REQ pu lses beg in .  See Bus Phases and Between Phases for 
more on this .  

Now we' l l  look at how to get data i n  from a Target: 
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T r i ton ' s 
I /O t r ue 

a 
Tr i ton ' s 
D a t a  Bus OUT - - x  xxxx. _________ xxxx. ________ _ 

I I 
1 < - t cts • t c s · > l < - tds + tc s + th t - > 1 e 
I 55 ns I 1 0 0  ns I 

Tr i ton ' s b I d 
REQ OUT I \ I \. _____ 1 \_ 

I ape tus ' s 
REQ IN 

I I I 
I < - - - - t a s t - - - > I < - - - - - t np - - - - - - > I 
I go na I go n• I 

______ ! , _____ I 
I 

I < O na > l < - t h t - > 1 
I I 4 5 ns I t 

\. ____ ! 

I ap e t u s ' s  c I I 
D a t a  Bu s  IN - - - - - - - - - - - - x xxxxxxxxxxxxxxxxxxx ____ xxxxxxxxxxxxxxxx. _____ xxxxxxx 

I ape t us ' s  
ACK OUT 

T r i ton ' s 
A C K  IN 

I < - - - - - - ta s t - - - - - > I < - - - - - - - t np - - - - - - - > I 
I go n• I g o  n• I 
I I I ____ _ 

_______________ I \ I 

_____________ ! \. ______ ! 

FIG U R E  6 :  SYNCH RONOUS DATA TRAN SFER I N - TARGET TO I N ITIATOR 

The Detai ls are shown in Figure 6 :  

(a) Triton beg ins by setting the data bus to  the value of  the f irst data byte (or 
word , see Wide Data Transfer) to send .  

(b) After a 55 nsec delay, Triton asserts the  REQ signal true for  no less than 90 
nsec, after which he may negate REQ. The 55 nsec de lay provides deskew 
tim e  for the I n itiator receiving latch or FI FO. The lead ing edge of the f i rst 
R EQ pu lse def ined th is as a DA TA IN Phase.  Triton conti nues send ing out 
a number of R EQ pu lses (with data) appropriate to the amount of data that 
the I n itiator can accept, wh ich is the Synchronous Offset agreed to du ring 
Synchronous Data Transfer Negotiation . 

Note that Iapetus must be able to take what Triton sends ,  no  matter what. 
Th is means that, no matter what circu itry Iapetus uses to receive data, he 
must always be ready to accept the data after the phase change to DATA 
I N  Phase.  The Target g ives no warn ing to the I n itiator u nt i l  the f i rst R EQ 
pu lse with data comes down the cab le .  

(c) After the s ignal  propagates down the cable for a time ,  I apetus detects the 
R EQ signal go ing true at her input, wh ich increments her  Current Offset 
Counter and clocks the data into her Receive FI FO .  Depend ing on the chip 
and other implementation detai ls ,  Iapetus may be able to respond to the 
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new phase immed iately (particu larly if the phase was expected next) , or  she 
may need to do some cleanup of the previous phase and bookkeep ing 
before she can get started . I n  any case, the Cu rrent Offset Counter  and 
Receive FI FO must accept the incom ing REQ pu lses and data to the l im it of 
the Synch ronous Offset. 

Again ,  the set up time  and hold time for the data is reduced . When it left 
Triton ,  there was 55 nsec of set up time between the data arriving and the 
lead ing edge of the ACK signal ,  and 1 00 nsec of hold t ime after the ACK. 
But when it reached Iapetus, there was no more lead t ime, and the ho ld 
time was 45 nsec. Like the transfer OUT, the 55 nsec that d isappeared from 
both t imes is intended to account for skew in the circu it, and is made up of 
the two parts described there; the Deskew Delay (45 nsec) and the Cable 
Skew Delay ( 1  0 nsec) .  

(d) After a de lay of 1 00 nsec from the lead ing edge of t h e  ACK pu lse, Triton is 
a l lowed to change the data bus. This delay provides hold t ime for the 
I n itiator receiving latch or FI FO. 

(e) When Iapetus is able to absorb the data from Triton ,  she beg ins retu rn ing 
ACK pu lses to Triton .  Each ACK pu lse retu rned ind icates to Triton that 
another R EQ pu lse and data may be sent. The ACK pu lse decrements 
Triton's Cu rrent Offset Counter. 

(f) Triton continues send ing REQ pu lses unti l  he has sent al l  of the data. The 
lead ing edges of the REQ pu lses must be separated by no less than t ime 
txp (t) • wh ich is the Synchronous Transfer Period that Iapetus said she 
could hand le during Synchronous Data Transfer Negotiation . I apetus 
continues sending ACK pu lses unti l  the Offset State M ach ine and transfer 
count reach zero, as described above . The lead ing edges of the ACK pu lses 
must be separated by no less than time txp(i) ' wh ich is the Synchronous 
Transfer Per iod that Triton said he cou ld handle du ring Synchronous Data 
Transfer Negotiation .  

At the end  of t he  Phase, the I n itiator may extend the assert ion o f  the ACK 
signal  to prevent the Target from changing Phase for pu rposes of checking 
for errors and poss ib ly creating the Attention Condition . 
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The add it ional observations on  Synchronous Data Transfer I N  are the same as for 
OUT (see above) . Table 22 shows the timing values used du ring Synch ronous Data 
Transfer. 

TABLE 22: TI M I NG VALU ES USED DURING SYNC H RONOUS DATA TRANSFER 

Symbol !Tim ing  N ame I M I N  or MAX? I Time 

tast Assert ion Period M I N I M U M  9 0  nsec 

tds Deskew Delay M I N I M U M  45 nsec 

tcs Cable Skew Delay MAX/M I N  1 0  nsec 

tht Ho ld Time M I N I M U M  45 nsec 

tnp  N egation Period M I N I M U M  9 0  nsec 

s 
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Synchronous Data Transfer Negotiation. Synchronous Data Transfer 
Negotiation (SDTN) is used to establ ish the data transfer method to be used between 
two SCSI Devices .  I f  two devices never engage in  a SDTN , the defau lt transfer 
method is A synchronous Data Transfer. After the SDTN process has completed , the 
two devices wi l l  (hopefu l ly) have agreed to a set of parameters that result in  a 
Synchronous Data Transfer. 

The specific purpose of SDTN is to provide a procedure where two devices can agree 
on a set of parameters for Synch ronous Data Transfer .  The two parameters are 
Synchronous Transfer Period and Synchronous Offset (these two topics are 
def ined in  the i r  own sections below) . The intent is to arrive at an agreement such that 
the maximum performance is ach ieved . 

Note that the agreement is between two SCSI devices. Th is agreement is independent 
of I n it iator and Target ro le ,  and is also independent of Logical Unit on each device . I n  
other words ,  the same ag reement i s  used in  a l l  of the fo l lowing situations :  

• Device A takes the I n itiator ro le and Selects Device B (wh ich then takes the 
Target ro le) and transfers data with Log ical Un it #X. 

• Device B takes the Target ro le and Reselects Device A (wh ich then takes the 
I n itiator ro le) and transfers data with Log ical Un it #Y. 

• Device B takes the I n itiator ro le and Selects Device A (wh ich then  takes the 
Target ro le) and transfers data with Log ical Un it #Y. 

• Device A takes the Target ro le and Reselects Device B (wh ich then takes the 
I n it iato r ro le) and transfers data with Log ical Un it #X. 

If there is a Device C on the bus ,  both Device A and Device B must each reach their  
own ag reement with Device C .  
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Any device may beg in the SDTN process at any time (see Etiquette) . Typical ly, the 
process is beg u n  on the fi rst Connection fo l lowing a Hard Reset on e ithe r  device . For 
example :  

• An I n it iator Connects to a Target. After the MESSA GE OUT Phase i n  which 
the IDENTIFY Message is sent by the I n itiator ,  the Target changes to 
MESSA GE IN Phase and sends the Synchronous Data Transfer Request 
(SDTR) to beg in the SDTN process. 

• A Target Reconnects to an I n itiator .  During the M ESSAG E I N  Phase in 
which the I DE NTI FY Message is sent by the Target, the I n itiator creates the 
A ttention Condition . In response, the Target changes to M ESSAG E OUT 
Phase , and the I n itiator sends the SDTR message to begin the SDTN 
process. 

You m ight also see the SDTN process beg in just pr ior to the DA TA Phase ,  after the 
COMMAND Phase ,  or  after a Queue Tag Message . 

Diag ram 41 and Diag ram 42 i l l ustrate how SCSI devices negotiate synchronous data 
transfer parameters . Note that the d iagrams do not refer to I n it iato rs and Targets , 
rather ,  they refer to the Orig inator and Responder. 

s 
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The ·aest Set• consists of the 
largest Offset and smallest 
Transfer Period that the 
Originator can receive 

Send SDTR Message 
Initiator: Set ATN and send in 
next MESSAGE OUT Phase 
Target: Send in MESSAGE 

Get Response 

Does the Originator's 
best set match the 
Responder's set? 

Make New Set 

No 

Make the "Best Set" derated from 
the response (see text) 

Record Setti ng 

IN Phase 

Initiator: Get in MESSAGE IN 
Phase immediately following 
Target: Initiator sets ATN 
during MESSAGE IN and 
sends response 

Misunderstood 

No or can 't do it 

Yes 

Sett i ng - Async 

Remember what was said 
and what was received 

D I AG RAM 4 1 : S DTR FLOW DIAG RAM FOR O R I G I NATO RS 
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Get S DTR Message 

Does the Originator's 
set match the 
Responder's 
best set? 

Make the "Best Set" derated from 
the response (see text) 

Make New Set 

Yes 

Yes 

Send S DTR Message 

Yes 

Record Setti ng 

Initiator: Receive during 
MESSAGE IN Phase 
Target: Detect ATN and receive 
during MESSAGE OUT Phase 

Make Best Set 

s 

The "Best Set" consists 
of the largest Offset and 
smallest Transfer Period 
that the Responder can 
receive 

Initiator: Set ATN and send in 
next MESSAGE OUT Phase 
Target: Send in MESSAGE IN Phase 

Initiator: Get during MESSAGE IN 
Phase immediately following 
Target: Initiator sets ATN during 
MESSAGE IN and sends during 
next MESSAGE OUT Phase 

Remember what was said 
and what was received 

D I AG RAM 42 : S DTR FLOW DIAG RAM FOR R ES PONDERS 
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When a device decides it needs to beg in the SDTN process (more on  why it m ight 
decide that later) , it f i rs� sets u p  its "Best Set" of synchronous transfer parameters . 
Th is Best Set is usual ly the maximum Offset and min imu m  Transfer Period that the 
device can accept. The Best Set is sent as part of the SDTR message .  The device 
has now taken the ro le of the Orig inator in the SDTN process. 

The other device , upon receiving the SDTR message from the Orig inator ,  becomes 
the Responder .  I n  response , it can do one the fo l lowing :  

• I f  the parameters are acceptab le ,  and also happen to  be equ ivalent to  the 
Responder's Best Set ,  it repeats the same SDTR message back to the 
Orig inator. Parameters are acceptable in  th is  case when the R esponder is 
able to perform synchronous data transfer with the Orig inator ,  and :  

• Accept a REQ Signal or A CK Signal that meets t he  maximum Offset and 
m in imum Transfer Period specified by the Orig inator; and 

• Not exceed the O�ig inator's maximum Offset and m in imu m  Transfer Period 
when send ing the R EO Signal or ACK Signal .  

• I f  the parameters are acceptable, but they are not equ ivalent to the Respond­
er's Best Set ,  the Responder creates an SDTR message with the Re­
sponder's  Best Set that is also Jess aggressive than the Orig inator's parame­
ters , and sends it to the Orig inator. 11 Less agg ressive" means that one or both 
of the fo l lowing are true :  

• The Offset is Jess than the  Orig inator's Offset; 

• The Transfer Period is g reater than the Orig inator's Transfer Period . 

The parameters are acceptable in this case when the Responder is able to 
perform synch ronous data transfer with the Orig inator ,  and not exceed the 
Orig inator's maximum Offset and min imum Transfer Period when sending the 
R EO Signal or  ACK Signa l .  
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• If the parameters are not acceptab le ,  the Responder creates an SDTR mes­

sage with the Offset set to zero ,  and sends it to the Orig inator.  With th is 
response,  the Orig inator and Responder are agree ing that Asynchronous 
Data Transfer is the data transfer method that wi l l  be used . 

The parameters are not acceptable in  this situation because the Responder is 
able to perform synchronous data transfer with the Orig inator, but is unable to 
p roceed without exceeding the Orig inator's maximum Offset and/or m in imum 
Transfer Period when sending the  REQ Signal or  ACK Signa l .  I n  p ractice , 
modern SCSI devices are able handle a wide range of parameters . Th is case 
can on ly happen if the Responder is not flexib le enough to com e  down to the 
leve l of the Orig inato r. 

• I f  the Responder  hasn 't a clue about Synch ronous Data Transfer ,  o r  just 
doesn't support it , it wi l l  p robably respond to the SDTR M essage with a 
MESSA GE REJECT Message . I n  this case the Orig inator shou ld get the h int 
and stick to Asynch ronous Data Transfer with the Responder  from now on .  

s 
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When is  Negotiation Requ i red? A device shou ld orig inate an SDTN whenever it has 
no record of a previous  negotiation .  Th is,  of cou rse,  imp l ies that a device that com­
p letes an SDTN shou ld keep a record of  it. Th is record is maintained for  each SCSI 
Device on the bus ,  and cou ld be represented as a s imple data structu re consisting of 
the fo l lowing e lements: 

• SDTN flag , where: 
• 0 = No S DTN completed with that device . 
• 1 = SDTN has been completed with that device . 

• Transfer Period , if the SDTN flag is 1 .  
• R EQ/ACK Offset, if the SDTN flag is 1 .  

The ways that a device cou ld  lose the value stored in  th is data structu re are some­
what un ique  to each device , but we th ink we can al l  ag ree that at least the fo l lowing 
events wou ld  clear the data structu re : 

• A power-on reset. 

• A Hard Reset.  

• A BUS DEVICE RESET Message . 
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SYNCHRONOUS DATA TRANSFER REQUEST Message. 
The SYN C H RONOUS DATA TRANSFER R EQU EST (SDTR) Message is used to 
estab l ish the parameters that wi l l  be used during a Synchronous Data Transfer. Th is 
is an Extended Message : 

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 0 1 hex 

1 Add itional  Message Length = 03 hex 

2 Extended Message Code = 0 1  hex 

3 Transfer  Period 

4 REQ/ ACK Offset 

Besides the m essage code ,  th is message also carries the Synchronous Transfer 
Period (byte 3) and the Synchronous Offset or "REQ/ACK Offsef' (byte 4) . 

The Transfer Period is specif ied as a mu lt ip le of four .  For example ,  a value  of 50 (32 
hex) i nd icates a 200 nsec Transfer Period . If Fast Data Transfer tim ing  is used , the 
m i n imum value  for byte 3 is 25 ( 1 9 hex) ; otherwise,  the m in imu m  value  is 50 (32 hex) . 

The R EQ/ACK Offset is specified as the number of pu lses of the REQ Signal that the 
Target may issue beyond the number of pu lses of the A CK Signal is has received .  If 
a device sets the R EQ/ACK Offset to zero , it is request ing an A synchronous Data 
Transfer. If a device sets the REQ/ACK Offset to FF hex, it is capable of hand l ing an 
un l im ited Synchronous Offset. 

See Synchronous Data Transfer Negotiation tor a com p lete descript ion of the use 
of this m essage .  

Summary of  Use :  The SDTR Message i s  sent by  any SCS I  Device to  estab l ish the 
parameters to be used du ring Synch ronous Data Transfer .  
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Synchronous Offset. The Offset specifies the number of pu lses on the REQ 

Signal that the Target may have outstanding before receiving a pu lse on the A CK 
Signal. 

We' l l  say it another  way: The R EQ Pu lses of the Target may lead the ACK pu lses of 
the I n itiator by a number  less than or equal to the Synchronous Offset. 

Or how about: The "Current Offset" is the number of R EQ pu lses issued by the Target 
m inus the number  of ACK pu lses issued by the I n it iator.  The Current Offset must not 
exceed the Synchronous Offset at any instant during a Synchronous Data Transfer. 

OK, how about a pictu re? The example in Diag ram 43 shows a Synchronous Offset of 
3. The Cu rrent Offset is shown in the space between the R EQ Signal and ACK Signal .  
The sequence beg ins when the Target issues th ree REQ pu lses. At that point ,  the 
Current Offset reaches 3 and the Target is held from issu ing any more R EQ pu lses 
(as ind icated by the shaded areas of the example) . 

Some time  later ,  the I n itiator starts issu ing ACK pu lses. With the r is ing edge of ACK, 
the Cu rrent Offset decrements . The Target is then al lowed to issue another  R EQ 
pulse,  wh ich increments the Current Offset. Th is incrementing by R EQ and decre­
menting by ACK contin ues unti l  the Target has sent all of its R EQ pu lses. The I n itiator 
sends all of its ACK pu lses and the Cu rrent Offset retu rns to zero. 
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Synchronous Transfer Period. The Synchronous Transfer Period specifies 
how close together pu lses on the REQ Signal or the A CK Signal can be d u ring 
Synchronous Data Transfer. The Transfer Period is the m in imu m  time  between 
lead ing edges of pu lses on the REQ Signal ,  or the ACK signal .  Note that there is no 
time specification between any edges of the REQ and ACK pu lses. Figu re 7 i l l ustrates 
the Transfer Period . 

REQ ___ ! \. ____ / \ _____ ! \ __ 

ACK 

I I 
I < - - - - - - - - - - - - - t xp - - - - - - - - - - - - - > I 

I \ ____ ! \ ____ ! \. ___ _ 
I I 
I < - - - - - - - - - - - - - t xp - - - - - - - - - - - - - > I 

FIGURE  7: SYNCHRONOUS TRANSFER PER IOD 

The Transfer Period is estab l ished during Synchronous Data Transfer Negotiation . 
If Fast Data Transfer tim ing  is used,  the min imum Synchronous Transfer Period is 
1 00 nsec; otherwise,  the m in im u m  value is 200 nsec. 
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Tagged Queuing. 
Target. 

Target Routine. 
Target Routine Number (TRN). 

TERMINATE 1/0 PROCESS Message. 
Termination. 

Terminator Power (TERMPWil). 
Transfer Period. 

True. 
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Tagged Queuing. Tagged Queuing is a Queue for f/0 Processes for a L ogical 

Unit which u ses Queue Tags . Co ntrast to Un tagged Queuing. Tagged Q u e u i n g  
al lows f o r  several 1/0 Processes t o  be active from a s ing le  I n it iator f o r  that Log ical 
U n it .  See Queue for the big d escription . . . .  

Target. Fro m the d iction ary: " . . .  any object that i s  shot at . . .  " .  We l l ,  that works! On 

the SCSI Bus , the Targ et receives a bus transaction (wh ich is cal led an f/0 Process) 
"shot" at it by an Initiator. 

In general , the Target is a role assumed by any SCSI De vice able to receive a SCSI 
Command from anoth er  SCSI Device that can ass u m e  the I n itiator ro le .  I n  trad itio nal  
terms, the Target is u s u al ly part of, or  attached to , a per ipheral of some sort ;  u s u al ly 
referred to as a Controller or  a Peripheral Device .  A Host A dapter m ay also 
assu m e  the Target role to receive an A synchronous Event Notification (AEN) o r  
data from anoth er  Host Adapter acting a s  a n  I n itiator. 

Diagram 44 shows the Target ro le in a system , and also shows which signals on the 
SCSI Bus the Target d rives and receives. The fol lowi ng b u l lets g ive a f lavor of  the 
Target's contri but ion to the execution of  an 1 /0 Process : 

• A Target res ponds to Selection by an I n itiator to beg in  an 1/0 Process. 

• After SELEC TION Phase,  the Targ et is in charge of changing to d ifferent 
Bus Phases.  The I n it iator m u st respond to these Phases and transfe r 
information as req uested by the Target. 

• The Target m u st respond to the A tten tion Condition when it is  created by 
an I n itiator. 

• The Target is responsib le for Error Recovery. The I n itiator can req uest a 
recove ry th ro u g h  the Attention Conditio n ,  but the Targ et controls the actual 
recove ry process.  This includes error recovery with in  the Message System . 

• The Target m anages the I n itiator's Pointers dur ing  the Current f/0 Process.  
The I n itiator uses Pointers to  maintain the cu rrent state of  Com man d ,  Status,  
and Data tran sfe r .  
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T 1 68 
Target Routine. A Target Routine is an arbitrary "un it" which rep resents the 
Target itself .  The I n itiator can issue commands d i rectly to a Target Rout ine instead of 
a Logical Unit. As of SCSI-2, the on ly commands that can be issued to a Target 
Routine  are : 

• I NQU I RY: Th is is used to retu rn data about the Target that is not appropriate 
to any Log ical Un it .  

• R EQU EST SENSE :  Th is is used mostly to return error information regard ing 
the I NQU I RY command . . . .  

The use of a Target Rout ine i s  optional .  Most Target imp lementations retu rn informa­
tion about the Target as part of the information for each Log ical Un it .  

Target Routine Number (TRN). The Target Routine N u m ber (TAN)  is the 
add ress of the Target Routine within a Target. If there is a Target Routine there must 
be a Target Rout ine #0. 

The TA N is used by the I n itiator and Target to specify that a Target Rout ine is be ing 
referred to . The IDENTIFY Message is used to exchange the TA N between the 
I n it iator and Target. The exchange of TA N is part of estab l ish ing an I_ T _R Nexus 
between two devices. 

TERMINATE 1/0 PROCESS Message. The TER M I NATE 1/0 PRO­
CESS Message is used by the I n itiator to " interrupt" and term inate an ljO Process .  
Th is i s  a s ing le byte Message:  

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 1 1  hex 

When the Target receives th is message,  it is supposed to stop the 1/0 Process as 
soon as poss ib le .  It is also supposed to stop the 1/0 Process without "breaking "  
anyth ing :  No  Logical Blocks or any other internal data structu res are to be left in  a 
damaged state by a TE R M I NATE 1/0 PROC ESS Message .  

This Message is d ifferent from the ABORT Message and ABOR T  TA G Message ; 
those Messages requ i re the Target to stop immed iate ly. An ABORT can leave a 
Log ical Block on ly part ia l ly written ,  o r  some MODE SELECT data structu re corrupted . 

Tab le 25 shows how the Target shou ld  respond to the TER M I NATE 1/0 PROCESS 
Message .  The tab le is in the order  that the cond it ions should be evaluated .  Note that 
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1 69 
some of the responses cal l  for nsense Datan to be retu rned . The meaning of these 
Sense Data terms (such as n resid uen) is g iven in  the SCS/-2 standard ,  and in later 
Volumes of th is Encyclopedia .  

TAB LE 25: TER M I NATE 1/0 PROCESS RESPONSES 

The Target receives TER M I NATE 1/0 Then the Target response is :  
PROCESS and : 

The Nexus for the C u rrent  1/0 Process is Retu rn COM MAN D TER M I NATED Status 
not nactiven or  Queued ; i . e . , no Command and then a COM MAN D COM PLETE M es-
has been transferred for the Nexus.  sage .  SENSE Data is set as fo l lows: 

Val id = 0 
Sense Key = NO SENSE 
Sense Code = 1/0 PROCESS TER M I NATED 

It hasn 't started execut ing the 1/0 Process Retu rn COM MAN D TERM I NATED Status 
and/or the 1/0 Process is Queued .  and then a COM MAN D COM PLETE M es-

sage .  SENSE Data is set as fol lows : 
Val id = 0 
Sense Key = NO SENSE 
Sense Code = 1/0 PROCESS TER M I NATED 

It can't stop the 1 /0 Process .  Return the M ESSAG E R EJ ECT M essage 
and continue .  

The 1/0 Process is a l ready done ;  e .g . ,  a l l  I gnore the TER M I NATE 1/0 PROCESS M es-
Log ical Blocks have been transferred .  sage .  

The l/0 Process h as an error cond ition .  Ignore the TERM I NATE 1 /0 PROCESS Mes-
sage .  

The Command has started execut ing and Return COM MAN D TER M I NATED Status 
there is a DATA Phase requ i red to exe- and then a COM MAN D COM PLETE M es-
cute it. sage .  SENSE Data is set as fo l lows: 

Val id = 1 
I nformation Field = 11 residuen (see text) 
Sense Key = NO SENSE 
Sense Code = 1/0 PROCESS TER M I NATED 

Summary of Use: The TER M I NATE l/0 PROCESS M essage is sent on ly by an 
I n itiator to cause the Target to end an 1/0 Process in  an orderly m anner  that does not 
corrupt the storage med i um .  

T 
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T 1 70 
Termination. Any transmission l ine ,  as we al l  learned in  school  (or somewhere . . .  } ,  
must b e  term inated t o  prevent reflections from degrad ing the signal .  Wel l ,  a SCSI 
Cable is a transm ission l ine ,  and therefore , for proper operation ,  it must be terminated 
at both ends.  

The design of  the term ination for the Single-Ended Interface is d ifferent than that for 
the Differentia/ Interface . However, they both requ i re the Theven in  equ ivalent 
resistance looking into the term inator to be matched to the characteristic impedance of 
the Cable (see Cable for the defin ition of a good "match") . Diagram 45 shows the 
Theven in model of SCSI Bus Term ination .  When � = Z0, then reflections back from 
the term inator are zero. For each interface and terminator type, Vt and � are defined 
as shown in  Table 26. 

TABLE 26: TER M I NATOR TH EVEN I N  VOLTAG E AN D I M PEDANCE 

I nterface Type Thevenin Voltage (Open Circu it) Theven in  I mpedance 
(Terminator Voltage varies from 

4.00 V to 5.25 V) 

Single-Ended "Preferred " 2.85 v 1 1 0 Q 

Single-Ended "Old Style" 2 .40 V to 3 . 1 5 V 1 32 Q 

Differential +Signal  1 .64 V to 2. 1 4  V 1 22 Q 

Differential -Signal 2 .36 V to 3 . 1 0 V 1 22 Q 

Note that the im pedance wi l l  vary dependent on the tolerance of the resistors used to 
create it. The voltage variat ion is function both of the resistor tolerance and the level 
of the Terminator Power voltage avai lable at the terminator. The tab le shows the 
voltage variat ion for nominal resistor values that can occu r due  to possible variat ions 
in Term inator Power.  

Note also that the tab le shows Term inator Power as low as 4 .0 Volts for the Sing le­
Ended term ination . Whi le SCS/-2 increases the min imum Term inator Power voltage to 
4.25 Vo lts , there is the potential for a new device to encounter the SCS/- 1  min imum of 
4.0 Vo lts . 
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T 1 72 
The .. Preferred .. S ing le-Ended Termination is shown in Diag ram 46. Th is terminator 
d i rectly models the Theven in  circuit .  A .. low dropout voltage .. regu lator is used to 
create the b ias voltage for the bus s ignal .  Th is b ias voltage is  appl ied across each 
termination resistor to b ias each bus signal . 

Why "Preferred "?  A l itt le h istory wi l l  explain .  The orig inal  SA S/ term inator is shown in 
Diag ram 47;  th is is the 1 10ld Style . .  Term inator. Th is term inator worked just fine for  the 
data transfer rates used on a SAS I Bus.  The problem with the o ld term inator is that it 
has very l itt le worst case marg in  for the bias voltage ,  and the impedance is too h igh  
for the h igh  dens ity Cables and Connectors typ ical ly used today. The new . .  Preferred .. 
term inator was devised to stabi l ize the bias voltage h igh enough and also to p resent a 
lower termination impedance to the Cable. 

The b ias vo ltage is a funct ion of R1 and R2 and the characteristics of the voltage 
reg u lator ;  typ ical ly 2 .85 V. The term ination impedance is equal  to the value of resistors 
R3-R20;  1 1  0 Q. 

Using the .. Preferred .. term inator at both ends of the cable is best, but it turns out that 
us ing a .. Preferred .. term inator at one end of the cab le ,  and an .. Old Style .. term inator 
at the other end ,  is far better than using an .. Old Style .. at both ends (yes,  they can be 
m ixed) . 
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T 
The .. Old Style .. term inator in  D iag ram 47 is bu i lt from a resistor d ivider. The b ias 
voltage is the d ivider voltage g iven by the equation : 

vt = vterm 
�30 =0 . 6 vterm(nominal) 

�30+�0 

As you can see, the actual b ias voltage can vary based on the Terminator Power 
voltage (Vterm> and the resistor to lerance of the two resistors. For example ,  with 
vterm = 4.25 v and nominal  resistor values, vt = 2.55 v. 

The term ination impedance is g iven by: 

zt 1 = 1 32Q (nominal) 

(� + �,J 

1 74 

Like the b ias voltage ,  the impedance can vary as the resistor tolerance varies. We 
recommend us ing 1 %  to lerance resistors if you must use this terminator. 

An add itional  term ination method was presented to the X3T9.2 Committee just before 
our pub l ication dead l ine .  Please see Forced Perfect Termination (FPT) for a qu ick 
d iscussion of another  alternative . 
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T 1 76 
The termination for the D ifferential I nterface is shown in Diag ram 48. N ote that it is 
s imi lar i n  design to the "Old Style" Sing le Ended Terminator. In pr incip le ,  it is .  I t  is 
adequate for the Differential I nterface because th is interface is less sensitive to the 
actual b ias voltage on  the bus .  It works as long as the -Signal  is g reater than the 
+Signal .  Also , the cab le has a h igher impedance when used for the Differential 
I nterface , because al l  those g rounds in the Single-Ended I nterface cause the cab le to 
have a lower impedance .  

The terminator is bu i lt from a resistor d ivider. The b ias voltage on each s ignal  (+Signal  
and -Signal) is the d iv ider voltage g iven by the equations :  

Rs3o +R1 so 
v,_ = vterm 0.59 vterm(nominal) Rs3o + R1 so + Rs3o 

As before , the actual b ias voltage can vary based on the Terminator Power voltage 
(Vterm) and the res istor tolerance of the th ree resistors . For example ,  with 
Vterm = 4.0 V and nominal resistor values, Vt+ = 2.4 V and Vt- = 1 .6 V. 
The term inat ion impedance is actual ly measu red across the +Signal and -Signa l ,  and 
is g iven by: 

z, 1 = 1 220 (nominal) 

( R: so + Raao: R,,J 
Like the bias voltage ,  the impedance can vary as the resistor to lerance varies. We 
recommend us ing  1 %  to lerance resistors . 
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Terminator Power (TERMPWR). The TERM PWR signal (and it is a 

signal ! )  suppl ies the power necessary for the active bus Termination at each end of 
the Cable. Depending on  the interface option (Single-Ended Interface or  Differential 
Interface) and the Cable type (A Cable , 8 Cable , or P Cable) the TERM PWR signal 
is carried on one or more physical conductors. Terminator Power on  the 8 Cable is 
cal led TERM PWR8. 

TERM PWR has the characteristics shown in Table 27. The table shows the al lowable 
voltage range for TER M PWR, and the min imum source drive current requ i rement 
(which is actual ly the maximum the device is expected to support) . Note that these are 
measured at the device supplying TERM PWR. 

TABLE 27: TERMINATOR POWER VOLTAGE AND CURRENT 

I I 
I nterface Option 

Sing le-Ended I nterface Differential I nterface 

A Cable 4.25 V to 5.25 V DC 4.00 V to 5 .25 V DC 
900 rnA (min imum) 600 rnA (min imum) 

Cable 
8 Cable 4.25 V to 5.25 V DC 4.00 V to 5.25 V DC 

Type 
1 500 rnA (minimum) 1 000 rnA (min imum) 

P Cable 4.25 V to 5.25 V DC 4.00 V to 5.25 V DC 
1 500 rnA (minimum) 1 000 rnA (min imum) 

TERMPWR is suppl ied by any or al l  SCSI Devices on the Cable. I n itiators are 
required to be able to supply TERMPWR; Targets may or may not be able to supply it. 
See Diagram 49 for an example schematic. In general, the fol lowing gu idel ines apply 
when supplying TER M PWR to the Cable: 

• TERM PWR should be suppl ied through some circu it wh ich protects the power 
supply of the SCSI Device from backflow current from other devices also 
supplying TERM PWR. Happi ly, a d iode meets this criteria. The best d iode to 
use is a d iode that has a min imum voltage drop when forward biased, such 
as a Schottky power d iode capable of handl ing the min imum current requtre­
ment. A low voltage d rop is desirable because it improves noise margin on 
each signal l ine (particu larly when using the "Old Style" Termination) . The 
d iode circu it is shown as part of Diagram 49. 

• It is also a good idea to locate a fuse after the d iode. A 1.5 Amp quick-blow 
fuse wi l l  do the trick (use 2 Amp for TERM PWR8) .  

( . . .  more . . .  ) 
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• The TER M PWR signal can f luctuate due to instantaneous changes in the 

current d rawn th rough the Termination as signals are asserted , negated ,  and 
released . To smooth out these f luctuations, a 2.2 IJF tantalu m  capacitor 
should be instal led on TER M PWR at each Terminator. If you can't do  that 
(for  instance , you have old encapsulated term inators) , instal l  the capacitor at 
the TERM PWR pin on the connector on each SCSI Device. 

• If you can , supp ly TERM PWR as h igh as possib le .  The Cable resistance can 
d rop a lot of voltage from TERM PWR by the time it reaches the Terminator. If 
you can afford the extravagance of power and money, use a 3-terminal 
regu lator to supply S.OV or 5.25V from a h igher voltage source ( l ike 12V) . 
Th is improves voltage marg ins greatly, as described in  the section on Term i­
nation .  

• Don't have too many devices supplying TERM PWR to the same wire. You 
m ight end up  exceeding local safety regu lations.  On a heavi ly loaded bus ,  
d isable the TERM PWR supply on some devices i f  regu lations are exceeded.  

• The best p lacement for TERM PWR sou rces is as close to the Terminators as 
poss ib le .  Th is can min im ize the voltage drops that occur as TERM PWR 
propagates the length of the Cable (can approach one volt! ) . 

Why Terminator Power? Why not just power terminators d i rectly from the devices 
wh ich contain the Term inators or are located closest to them? Using local power 
works just f ine ,  actual ly, in  most cases. The reason for the more compl icated system 
described above goes back to the SCSI ph i losophy of shared per ipherals: The bus 
should be able to operate no  matter wh ich devices are powered up .  For example,  
consider a th ree device system ,  with two pes sharing a s ing le SCSI printer. I f  one of 
the PCs was the on ly device that cou ld power the Termination ,  and it was powered 
off, then the other PC cou ld not use the printer. 

Timing. See Bus Timing.  

Transfer Period. ttp .... set by SYNCHRONOUS DA TA TRANSFER REQUEST 
Message. See Synchronous Transfer Period. 

True. 11 Not Fa/se11 ,  of cou rse!  I n  SCS I ,  a signal that is A sserted is in the True state . 
The def in it ion of Asserted is specific to the I nterface type,  e ither Single-Ended or  
Differential. The fo l lowing are equ ivalent from a log ical point of  view in  SCS I :  

• 11 1 11 

• One 
• True 
• Asserted 
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Unexpected BUS FREE Phase. The Unexpected BUS FREE Phase is the 
Target's " last way" to ind icate an error to the I n itiator. Th is method is to be used only 
if the Target has attempted to perform Error Recovery without success, o r  it cannot 
complete a STA TUS Phase properly. I n  those cases, the on ly recourse for the Target 
is to "drop the bus" ;  in other words,  Release the BSY Signal. 

Targets shou ld not use Unexpected BUS FREE Phase to ind icate an error if there is 
another  way, such as STATUS Phase or the Message System. I f  Unexpected BUS 
FREE Phase is necessary, someth ing may be broken .  

When the Target does an Unexpected BUS FREE  Phase, i t  has the option of  creating 
SENSE Data to describe the failu re; in  other words,  the Contingent Allegiance 
Condition . I t  is entire ly up to the Target whether to do th is :  

• The Target can decide to be "good" and always create SENSE Data just in  
case the I n itiator wants to know why the Target went away. 

• On the other hand ,  if someth ing so awfu l happened that the Target couldn 't 
use normal Status and/or Messages , what's the point of creating data that 
can 't be transferred? 

It's your  cal l !  
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Unit Attention Condition. The Un it Attention Condition i s  used by the Target 
to inform the I n itiator of an important change in the operating environment of the 
Target and the associated Logical Unit. Let's look at the operating environment of the 
Target: 

• There is a part icu lar storage medium instal led . 

• There is  a set of parameters that the I n itiator can contro l via the MODE 
SELECT Command.  These parameters te l l  t he  Target, among other th ings ,  
how to handle errors , when to Disconnect and Reconnect, and how to 
hand le various other h igh level SCSI functions .  

• The Target is executing  a particular m icrocode program in its control m icro­
processor. 

• The Target has a Queue of commands,  or has commands pend ing with 
several I n it iators. 

• There is data that the I n it iator may read (via an I N QU I RY Command) , but 
may not change .  

• The mechan ical or  electrical aspects of  the  Target can change.  

• Anyth ing e lse you can th ink  of  that seems appropriate . 

u 
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The Target is expected to create the Un it Attention Cond ition whenever any of the 
above aspects of the operating environments changes: 

• The instal led storage medium changes. Th is can be caused by an operator 
popp ing in  a new cartridge,  or a change effected by a .. jukebox .. . 

• The MODE S ELECT Parameters change.  Th is can be caused by a MODE 
S ELECT Command from another I n itiator, or  by  a Hard Reset. 

• The Target loads a d ifferent set of microcode for execution .  Th is does not 
include swapp ing in  an overlay to perform a particular function .  Th is can be 
caused by a CHAN G E DEFI N ITION Command or  a WRITE BU FFER Com­
mand to down load the m icrocode.  I t  can also be caused by a Hard Reset. 

• One SCSI Device causes the Commands of another  device to be lost by the 
Target. This can be caused by a Hard Reset, by a CLEAR QUEUE Mes­
sage , or by a BUS DEVICE RESET Message . 

• The I NQU I RY Command data can be changed by anyth ing that can change 
the microcode (see above) . I t  can also be changed when a Log ical Un it 
becomes .. ready . . .  M any Targets load their fu l l  set of I N QU I RY data from the 
storage med ium .  

• The types o f  mechan ical aspects that can change inc lude a d isk sp ind le that 
has changed its synchron ization state re lative to other  sp ind les in  a system.  
Or ,  the medium is reformatted .  

The Target creates t he  Un it Attention Cond ition for each Log ical Un it that the change 
affects . For example ,  when a Hard Reset occurs ,  the Target should create the Un it 
Attention for al l  valid Log ical Un its on the Target. The Target shou ld not create the 
Un it Attention Condit ion for Log ical Un its that are not val id .  
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The Target also creates the Un it Attention Condit ion for each SCSI Device that shou ld 
be informed of the change .  In  theory, a l l  of  the other possib le devices could be 
I n itiators , and therefore can be devices that wou ld be informed of the Un it Attention 
Cond it ion .  The Target does not create the Un it Attention for an I n itiator if it d i rectly and 
provably caused the cond ition . For instance , if an I n itiator issues a C LEAR QUEUE 
Message to  t he  Target, t he  Target would create the Un it Attention Cond it ion for a l l  of 
the other  I n itiators , but not that one.  On the other hand ,  if that I n it iator A sserted the 
RST Signal to create the Reset Condition , the Target creates the Un it Attention 
Condit ion for a l l  I n it iators , s ince it cannot know which I n itiator asserted the RST 
Signa l .  

A typical method for  imp lementing th is  is a b i t  map for  each Log ical Un it .  After a Hard 
Reset, the b it m ap is cleared to zero. Bit 0 of the bit map corresponds to the I n itiator 
with a SCSI A ddress of 0. If a bit in the bit map is zero, then a Un it Attention Condi­
t ion exists . I f  the bit is one, then there is no Un it Attention Condit ion for that I n it iator. 
Anything that requ i res report ing the Un it Attention Condit ion clears the appropriate bits 
in the b it map .  

u 

Copyright © 1 99 1  ENDL Pub l ications The SCSI  E n cycloped i a ,  Volume I 

I 



u 1 86 
So how does the Target report Un it Attention? Diagram 50 shows how Targets 
handle Un it Attention once it is created . Un it Attention is treated someth ing l ike an 
error cond ition in the Log ical Un it .  The Un it Attention Condition is reported as a 
Contingent Allegiance Condition (kind of figures, doesn't it?) . I n  other  words ,  as an 
error on  the Log ical Un it .  I t  is more involved as you can see in  the f low chart. 

Bear with us  in  this d iscussion ,  because the Commands involved (REQU EST SENSE 
and I NQU I RY) are fu l ly described in later Volumes of this Encyclopedia. Th is i s  one of 
those d iff icu lt g ray areas between the basic SCSI protocols and commands.  

After the Un it Attention Condit ion is created , the Target starts to receive Commands 
from I n itiators . I f  the Command is not  REQU EST SENSE or I NQU I RY, the Target 
returns an error via STA TUS Phase (CH ECK CON DITION Status) .  The SENSE Data 
includes a SENSE Key that ind icates that a Un it Attention Condit ion occurred .  Once 
the SENSE Data is transferred , the Un it Attention (and Contingent Al legiance) 
Condit ion is cleared . 

If the Command was REQU EST SENSE,  the Target can report and clear the Un it 
Attention Condit ion d i rectly . 

If the Command is I N QU I RY, the Un it Attention Condit ion is put on hold to execute the 
INQU I RY Command . In other words, never report a Un it Attention Condit ion in 
response to an I NQU I RY Command . The reasons are somewhat h istorical :  Un it 
Attention is most often reported in response to a Hard Reset. The fi rst th ing an 
I n itiator often does after a Hard Reset is issue an I NQU I RY Com mand .  I t  was felt that 
the I n itiator, wh ich is in  the process of configuring its d rivers , shou ld not get C H ECK 
CON DITION Status during th is process. Th is i s  why INQU I RY i s  special .  

Note at the bottom of the f low chart are tests to see if there are "more" Un it Attention 
Conditions pend ing .  The Target is al lowed to "stack" Un it Attentions if there is more 
than one change .  I n  general ,  th is abi l ity should not be used at a l l ,  o r  on ly used 
sparing ly: 

• I f  the Target gets a Hard Reset, it may get its m icrocode changed ,  its MODE 
SELECT Parameters changed,  and its Queue cleared . On ly t he  Reset itself is 
of any interest. 

• On the other hand,  it may be interesting to know about both a spindle sync 
change and a MODE SELECT Parameter change,  and the on ly way to report 
both is to create two Un it Attention Cond itions.  

Use your  own d iscretion . . .  
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Yes 

An event occurs on the Target 
that requires the attention 
of the Initiator 

A COB from the Initiator. Receive a Command 
whenever it happens 

REQUEST SENSE 

Return 
'CHECK CONDITION' 
Status 

A COB from the Initiator. 
whenever it happens 

Create CONT I N G E NT 
ALLEG IANCE Condit ion 

Receive a Command 

REQUEST SENSE 

Report the 
U N IT ATTENTION 

and c lear  it 
In the 
returned 
SENSE Data 

Clear Conditions :  
U N IT ATTENTION & 
CONT. ALLEG I ANC E 

Yes 

Do the Command 

Return 
INQUIRY 
Data 

DIAG RAM 50 : U N IT ATTENTION FLOW DIAG RAM FOR TARG ETS 
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Untagged Queuing. Untagged Queuing is a Queue for ljO Processes for a 
Logical Unit wh ich does not use Queue Tags . Contrast to Tagged Queuing. 
Untagged Queuing on ly al lows one 1/0 Process to be active or  queued from a s ing le  
I n it iator for  that Log ical U n it .  Th is was the on ly form of  Queuing avai lable under  SCS/-
1 .  See Queue tor the b �g description . . . .  
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Vendor Specific or Unique. These words describe any feature added by a 
Target o r  an I n itiator that is not covered by SCSI. Typically, it is a new Command or  
Command feature, but  there is also the potential for Vendor Specific Messages (see 
Extended Messages and Etiquette) . 

As an example ,  vendors wi l l  often add Vendor Un ique "Pages" to the MODE SELECT 
Command to control special featu res of their product. See later Volumes of this 
Encyclopedia for detai ls .  

As a ru le ,  don't invent a Vendor Specific feature i f  a standard one wi l l  do .  I t  just 
makes th ings harder  on you r  users since they have to have special d rivers o r  uti l it ies 
to deal with it . 

As a user,  try not to use a Vendor Specific featu re if you can use a s im i lar standard 
featu re (many vendors actual ly offer two ways of doing th ings! ) . A better way is to 
ignore the featu re completely, if possib le .  Also, do yourself a favor and resist the u rge 
to demand Vendor Specific functions from your  vendors. I t  just reduces the avai labi l ity 
of alternate sources. 
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WIDE DATA TRANSFER REQUEST Message. 
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Wide Data Transfer. "Wider!  Faster!  Deeper! (Deeper?) " was the ral ly cry of 
SCSI-2 ,  wherein the data transfer performance of the SCSI Bus was improved . Like 
Fast  Data Transfer, Wide Data Transfer is a method that can be used to go beyond 
the SCS I - 1  data transfer rates .  Wide Data Transfer, l ike Synchronous Data Transfer, 
is on ly used du ring a DA TA Phase.  All other Information Transfer Phases use on ly 
8-bit Asynchronous Data Transfer.  Table 28 summarizes al l  combinations of Wide 
Data Transfer with the other modes: A synchronous Data Transfer, Synchronous 
Data Transfer, and Fast Data Transfer. 

TABLE 28: POSSIBLE DATA TRANSFER RATES 

Transfe r  Width 

Transfe r  Mode 8-bit  (A Ca ble) 1 6-b it (P or  AlB Cab le) 3 2 -bit (A/B Cab le) 

Asynchronous Data Transfe r  s e t  b y  device a n d  ca ble = 2  t imes the 8-bit  rate =4 times the 8-bit  rate 
de lays 

Synchronous Data Tra nsfe r  5 Mega bytes p e r  second 1 0 Mega bytes per second 2 0  Mega bytes per second 

Fast Data Transfe r  1 0  Mega bytes p e r  second 20  Mega bytes per second 40 Mega bytes per second 

There are two ways to implement Wide Data Transfer: 

• Techn ically (accord ing to the SCSI-2 Standard) , there is on ly one way to 
ach ieve Wide Data Transfer, which is by add ing a second cab le to each 
SCSI Device.  Th is second cab le is known as the B Cable (the orig ina l  8-b it 
cab le is known as the A Cable) . The B Cable can provide a 1 6-b it data path 
or  a 32-bit data path . The problem is that, wel l ,  you need two cables . 

• Since SCSI-2 was f in ished , a new proposal for Wide Data Transfer has been 
developed by the X3T9.2 Committee as part of the SCS/-3 effort . S ince this 
proposal has received a lot of attention and work, it is included here. Th is is a 
s ing le cable ,  1 6-b it data path known as the P Cable . When us ing the 
P Cable,  i t  replaces the A Cable as the on ly cable between each SCSI 
Device . 

The d ifferent methods of ach ieving Wide Data Transfer are shown in  D iag ram 5 1 . 

We recommend the P Cable for Wide Data Transfers ( in fact, it cou ld be usefu l  for 
new 8-bit des igns;  see P Cable) . You wi l l  f ind that many of the newest SCSI Chips 
wi l l  on ly support the P Cab le  method,  s ince i t  is much easier to  imp lement  in  s i l icon .  
As we cover both methods, t he  d isadvantages of the B Cable method wi l l  become 
clear. 

If you have a 32-bit requ i rement, contact the X3T9.2 Com mittee fi rst. They are also 
working on someth ing cal led the "Q Cable", which extends the P Cable to 32-bits . 
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The B Cable Method. As shown in Diag ram 51 , the 8 Cable adds the necessary 
add itional data signals to the existing 8-bit A Cable signals as a second cable .  
Because of the danger of skew between unequal length cables, the 8 Cable a lso has 
its own REQB Signal and A CKB Signal. This ensures that the data on the 8 Cable is 
clocked properly (setup and hold times for the 8 Cable data are met) . 

Diagram 52 shows the data path for a 8 Cable system.  Note that there are two un ique 
and independent data paths on the I n itiator and the Target. Each data path transfers 
data independently of the other: ACK responds on ly to R EQ,  and ACK8 responds on ly 
to R EQ8. Data moves through each data path from one device to the other with no 
interaction with the other path . Note again that the 8 Cable is used on ly during a 
DATA Phase. 

Data for each path is sp l it at the entrance to the data paths. The data is recombined 
at the exit from the data path in  the receiving device . 

The behavior of each cab le fol lows the rules for e ither: 

• Asynchronous Data Transfer; or, 

• Synch ronous Data Transfer, if it has been negotiated via Synchronous Data 
Transfer Negotiation (SDTN). 

Note that both data paths must use the same transfer modes and parameters 
(Synchronous Offset and Synchronous Transfer Period) . 
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The P Cable Method . As shown in Diagram 51 , the P Cable adds 8 addit ional data 
s ignals to the existing  8-bit A Cable signals with in one cable .  S ince on ly one cab le is 
used , on ly one R EQ S ignal and ACK Signal are requ i red .  

Diag ram 53 shows the data path for a P Cable system .  As we can see,  th is is s imp le r  
than the  8 Cable method .  On ly one data path i s  requ ired .  I n  fact, th i s  is as  s imp le  as 
a basic SCSI data path ;  on ly the number of data bits is increased.  

Th is shows why the P Cable is gain ing popu larity, even though i t  is not techn ically 
standard ized . It is easy for chip manufactu rers to create a 1 6-b it device from an 
exist ing architecture just by increasing the data path width (and they are do ing it) . 
Creating  a 8 Cable 1 6-bit  device requ i res two data paths to be included in the 
arch itecture ,  wh ich is much more d ifficult . Also, in this age of smal ler and smal ler 
devices, it is d iff icult to conceive of mounting two cab le connectors on a s ingle device . 

Byte Ordering .  When doing Wide Data Transfer, it's important to get the byte order 
r ight. The fo l lowing d iagrams g ive an example of an eight byte transfer,  and how each 
of the bytes are hand led in  each Wide Data Transfer method . D iag ram 54 shows how 
the e ight bytes are transferred over the 8-bit A Cable .  Eight bytes (designated Byte a 
through Byte f) are transferred us ing e ight REQ/ACK handshake cycles. N o  surprises 
there . . .  ( I  hope! )  

Diag ram 55 shows the byte ordering for  a Wide Data Transfer on the P Cable.  E ight  
bytes are transferred in  fou r  1 6-b it handshake cycles. The fi rst handshake transfers 
Byte a on the Data Bus Signals D87-D80, and Byte b on D81 5-D88.  

Diag ram 56 shows the byte order ing for  a 1 6-bit Wide Data Transfer us ing the 8 
Cable to supp lement the A Cable.  Eight bytes are transferred in  eight 8-bit handshake 
cycles on two cables.  The f i rst handshake on the A Cable transfers Byte a on D87-
D80, and the fi rst handshake on the 8 Cable transfers Byte b on D81 5-D 88 .  

Diag ram 57 shows the byte order ing for a 32-bit Wide Data Transfer us ing the B 
Cable to supplement the A Cable.  Eight bytes are transferred in two 8-b it handshake 
cycles on the A Cable ,  and two 24-bit handshake cycles on the 8 Cable.  The f i rst 
handshake on the A Cable transfers Byte a on D87-D80, and the f irst handshake on 
the 8 Cable transfers Byte b on D81 5-D88, Byte c on D823-D81 6 ,  and Byte d on 
D831 -D824. 
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Wide Data Transfer Negotiation. Wide Data Transfer N egotiat ion (WDTN) 
is used to establ ish the data transfer width to be used between two SCSI Devices . 
The process is almost the same as Synchronous Data Transfer Negotiation . I f  two 
devices never engage  in a WDTN , then the defau lt data transfer width is 8 b its. After 
the WDTN process has completed , the two devices wi l l  (hopefu l ly) have agreed to a 
bus width that resu lts in  a Wide Data Transfer. 

The specific purpose of WDTN is to provide a procedure where two devices can agree 
on a bus width for Wide Data Transfer. The intent is to arrive at ag reement such that 
the maximum performance is ach ieved.  

Note that the agreement is between two SCSI devices. Th is agreement is independent 
of I n it iator and Target ro le ,  and is also independent of Logical Unit on  each device . I n  
other words ,  the same agreement i s  used for al l /jO Processes i n  a l l  of the fo l lowing 
situations:  

• Device A takes the I n it iator ro le and Selects Device B (wh ich then takes the 
Target role) and transfers data with Log ical Un it #X. 

• Device B takes the Target ro le and Reselects Device A (wh ich then takes the 
I n itiator role) and transfers data with Log ical Un it #Y. 

• Device B takes the I n itiator ro le and Selects Device A (wh ich then takes the 
Target role) and transfers data with Log ical Un it #Y. 

• Device A takes the Target ro le and Reselects Device B (wh ich then takes the 
I n itiator role) and transfers data with Log ical Un it #X. 

If there is a Device C on the bus ,  both Device A and Device B must each reach their  
own agreement with Device C .  
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Any device may beg in  the WDTN process at any time.  Typically, the p rocess is begun 
on the fi rst Connection fo l lowing a Hard Reset on e ither device . For example :  

• An I n itiator Connects to a Target. After the MESSA GE OUT Phase in  wh ich 
the IDENTIFY Message is sent by the I n itiator, the Target changes to 
MESSA GE IN Phase and sends the Wide Data Transfer Request (WDTR) 
to beg in  the WDTN process. 

• A Target Reconnects to an I n itiator. During the M ESSAG E IN Phase in 
wh ich the I DE NTI FY Message is sent by the Target, the I n it iator creates the 
A ttention Condition . In response, the Target changes to M ESSAG E OUT 
Phase,  and the I n itiator sends the WDTR message to beg in  the WDTN 
process. 

You might also see the WDTN process beg in just p rior to the DA TA Phase , after the 
COMMAND Phase ,  or  after a Queue Tag Message . 

A WDTN must always precede an SDTN . After a WDTN is com p leted ,  the data 
transfer method is always reset to A synchronous Data Transfer. The two devices 
may beg in an SDTN process after comp leting the WDTN process. 

Diag ram 58 and Diag ram 59 i l l ustrate how SCSI devices negotiate Wide Data Transfer 
bus width . Note that the d iag rams do not refer to I n itiators and Targets, rather, they 
refer to the Orig inator and Responder.  
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Send WDTR Message 

Send M ESSAGE 
R EJ ECT Message 

Get Response 

Record Setti ng 

No 

Yes 

204 
Initiator: Set ATN and send in 
next MESSAGE OUT Phase 
Target: Send in MESSAGE 
IN Phase 

Initiator: Get in MESSAGE IN 
Phase immediately following 
Target: Initiator sets ATN 
during MESSAGE IN and 
sends response 

Misunderstood 
or can 't do it 

Width - 8-bits 

Remember what was 
agreed to: reset synchronous 
agreement to Asynchronous 
Data Transfer 

DIAG RAM 58 : WDTR FLOW DIAG RAM FOR O RI G I NATORS 

The SCSI Encycloped ia,  Vol u me I Copyright © 1 991  ENDL Publ ications 



205 
·Get . WDTR Message 

Yes 

Yes 

Initiator: Receive during 
MESSAGE IN Phase 
Target: Detect ATN and receive 
during MESSAGE OUT Phase 

w 

Retu rn Same Message 
Make new message with bus 
width smaller (see text) 

Make New Message 

Send WDTR Message 

No 

Width = 8-b its 

Record Setti ng 

If the Originator's request 
can be performed by the 
Responder, return the 
WDTR Message sent 
by the Originator 

Initiator: Set ATN and send in 
next MESSAGE OUT Phase 
Target: Send in MESSAGE IN Phase 

Initiator: Get during MESSAGE IN 
Phase immediately following 
Target: Initiator sets ATN during 
MESSAGE IN and sends during 
next MESSAGE OUT Phase 

Remember what was 
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DIAG RAM 59 : W DTR FLOW DIAG RAM FOR R ESPON DERS 
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Wh�n a device de? id

_
es it needs to beg in the WDTN process (more on  why it m ig ht 

dec1de that later) , 1t f 1 rst req uests the maximum bus width it can perform , and sets up  
the WDTR message accord ing ly. The bus width i s  sent as  part o f  t he  WDTR mes­
sage .  The device has now taken the ro le of the Orig inator in  the WDTN process. 

The other device , u pon receiving the WDTR message from the Orig inator, becomes 
the Responder. I n  response,  i t  can do one the fol lowing : 

• I f  the bus  width is acceptable, it repeats the same WDTR message back to 
the Orig inator. The bus width is acceptab le when the Responder is able to 
perform a data transfer with the Orig inator at that bus width . 

• If the bus width is too b ig ,  it sends a WDTR message back to the Orig inator 
set for the desired bus width . 

• If the Responder cannot perform Wide Data Transfer, the Responder does 
one of the fo l lowing : 

• It creates a WDTR message with the Transfer Width set to zero ( ind icates 
8-b it transfer) , and sends it to the Orig inator (th is is preferred) ; 

• I t  retu rns a MESSA GE REJECT Message . 

With e ither  response,  the Orig inator and Responder are agreeing that an 8-b it 
bus width is the data transfer width that wi l l  be used .  

o I f the Responder hasn 't a clue about Wide Data Transfer, i t  w i l l  p robably 
respond to the WDTR Message with a M ESSAG E R EJ ECT M essage .  I n  th is 
case the Orig inator should get the h int and stick to 8-b it data transfers with 
the Responder from now on .  Note that Synchronous Data Transfer is sti l l  a 
poss ib i l ity. 

After the fi rst or  second response, the Orig inator may have to respond to the response 
if it can't support the bus  width requested by the Responder. For example:  The 
Orig inator can handle 32-bit and 8-bit transfers , but not 1 6-bit transfers. The Respond­
er can handle 1 6-bit and 8-b it transfers , but not 32-bit transfers : 

• The Orig inator issues a WDTR Message requesting 32-bit transfers . 

• The Responder returns a WDTR Message requesting  1 6-bit transfers . 

The Orig inator can 't handle 1 6-bit transfers , so it must respond with a M ESSAGE 
REJ ECT M essage .  Th is te l ls  the responder that its response was unacceptable .  I n  th is 
case, the two devices must transfer at an 8-bit bus width . Cal l  you r  System I ntegrator 
right away! 
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When is  Negotiation Req u i red? A device should orig inate a WDTN whenever it has 
no record of a previous negotiation .  (Notice this is the same ru le as for Synchronous 
Data Transfer Negotiation) This ,  of course,  impl ies that a device that completes a 
WDTN should keep a record of it. Th is record is maintained for each SCSI Device on 
the bus ,  and cou ld be represented as a two bit code :  

• 00 = No WDTN completed with that device . 
• 0 1  = WDTN completed with that device ; 8-bit transfers . 
• 1 0 = WDTN comp leted with that device ; 1 6-b it transfers . 
• 1 1  = WDTN com pleted with that device ; 32-bit transfers . 

The ways that a device could lose the value stored in  th is code are somewhat un ique 
to each device , but we th ink  we can al l  agree that at least the fo l lowing events would 
clear these two b its to zero: 

• A power-on reset. 

• A Hard Reset. 

• A BUS DEVICE RESET Message . 
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WIDE DATA TRANSFER REQUEST Message. The WI DE DATA 
TRANSFER REQUEST (WDTR) Message is used to establ ish the parameters that wi l l  
be used du ring a Wide Data Transfer. This is  an Extended Message: 

Bit 7 6 5 4 3 2 1 0 

Byte 

0 Message Code = 0 1  hex 

1 Additional Message Length = 02 hex 

2 Extended Message Code = 03 hex 

3 Transfer Width 

Byte 3 of th is message carries the Transfer Width . Tab le 30 shows the codes for each 
Transfer Width . 

TABLE 30: WI DE DATA TRANSFER WI DTH CODES 

I Transfer Width Code I Bus Width I 
00 hex 8 bits 

01  hex 1 6  b its 

02 hex 32 b its 

03- FF hex Reserved for futu re use 

See Wide Data Transfer Negotiation for a comp lete description of the use of th is 
message .  

Summary of  Use:  The WDTR Message is  sent by any SCSI Device to  estab l ish the  
parameters to  be used during Wide Data Transfer. 
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Wire-OR Glitch . .. Yow! What's that? A featu re? .. No ,  it's a physical fact. A Wire­
OR g l itch can occur on any s ignal  path where more than one devices can A ssert and 
Release the s ignal .  The g l itch occurs when two devices are Assert ing the s ignal 
(pul l ing it low) and then one of them Releases i t .  

Before delving into th is top ic, we expect you have already stud ied Cables , Termina­
tion , BUS FREE Phase ,  ARBITRA TION Phase,  and RESELECTION Phase.  
I n  SCS I ,  a g l itch may occur du ring RESELECTION Phase.  After the I n itiator has 
responded to the Reselection by the Target, and the Target has Released the SEL 
Signal, both devices are Assert ing the BSY Signal. The next step is for the I n it iator to 
Release the BSY Signa l .  Th is is  where the g l itch may occur. (The g l itch may also 
occur when the S E L  Signal is asserted during ARBITRATION Phase,  and al l  losing 
devices Arbitrat ing for the bus release their BSY Signals .  We wi l l  examine the 
RESELECTION Phase Wire-OR G l itch here because it is more predictab le . )  

Note that when two devices are asserting a s ignal ,  both devices are taking  cu rrent 
from the Term inators .  Usual ly, one device has a better transistor than the other ,  and 
so takes more current. Th is d iscussion assumes that the I n it iator is taking  all of the 
current. I f  the Target were taking all of the cu rrent, there would be no g l itch . The 
worst-case magn itude of the g l itch occu rs when the I n itiator is taking  all of the cu rrent 
from both Term inators . 
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Diagram 60 shows the bus  topology and the cause of a Wire-OR g l itch du ring the 
RESELECTION Phase: 

( 1 ) The I n itiator releases its BSY output, rep resented by a transistor pu l l-down . 
When that occu rs , the I n itiator BSY output is no longer p rovid ing a g round 
to  the BSY Signal .  Th is means the  I n itiator is no  longer  taking current from 
the both Termination networks. The problem is that at the instant when BSY 
is re leased by the I n it iator ,  the terminators are sti l l  supp lying current to the 
Cable .  Th is causes an instantaneous voltage to appear on the BSY Signal ,  
and  to  p ropagate away from the I n itiator in  both d i rections.  The magn itude 
of the voltage for each g l itch ( in each d i rection) is g iven by the equation (re­
member Ohm's Law?) : 

Where V ! i tch is the voltage magn itude of the g l itch ; l term is the cu rrent 
supp l ied by the term inator to the I n itiator BSY output; and Z0 is the charac­
teristic impedance of the cab le. 

(2) The instantaneous voltage transition propagates to the left Term inator and 
q u ickly d issipates. S ince the I n itiator is no longer s inking the terminator bias 
voltage ,  the term inator is now al lowed to pul l  the BSY Signal up  to the bias 
voltage .  The other voltage trans ition travels to the r ight down the cab le.  As it  
passes the th i rd device , that device sees the transit ion in  the level of the 
BSY Signa l ,  At th is point the third device m ight beg in  to assume that this is 
the start of a BUS FREE Phase. 

(3) The g l itch arrives at the Target output and d issipates on the g round there. 
Th is causes a high to low transition to propagate back to the left from the 
Target. 

(4) When the h igh  to low transition arrives at the th i rd device, it sees the end of 
the g l itch , and knows that it isn't real ly a BUS FREE Phase (we hope) . The 
g l itch actual ly ends when it arrives back at the left Term inator. Worst case, 
the g l itch can last for the time it  takes to propagate twice the length of the 
cab le.  

Th is expla ins why the Bus Free Delay is as long as i t  is .  Th is is the t ime it takes to 
propagate down a worst-case s low Cable for a Differentia/ Interface (yes ,  it can 
happen on D ifferential too !) and back, p lus some extra marg in .  
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X3T9.2 Committee. The X3T9.2 Committee is the "Keeper of the Flame" for 
SCS I .  That's the g roup that created the orig inal SCSI-1 standard (X3. 1 31 - 1 986) and 
then created the update to the standard wh ich is cal led SCSI-2. X3T9.2  is a "task 
g roup"  of the X3T9 Committee ,  wh ich oversees " 1/0 I nterfaces" ,  such as SCS I ,  I P I  
( I nte l l igent Peripheral I nte rface) , and Fiber Channel .  X3T9 i s  a "sub-committee" o f  X3, 
which oversees ANSI  (American National Standards Institute) standards  activity in  the 
USA related to " I nformation Processing Systems". 

I f  you want to get more information regarding membersh ip in  X3T9.2 ,  cal l the X3 
Secretariat at (202)737-8888. 

At the time of th is writi ng ,  the Chairperson of X3T9.2 was John Lohmeyer of NCR 
Corp. You can reach John  at: 

John Lohmeyer 
NCR Corp. 
371 8 North Rock Road 
Wich ita, KS 67226 

John also operates a computer "Bu l letin Board System" (BBS) ded icated to SCS I .  The 
phone number is (31 6) 636-8700. Set your  modem to 2400 baud ,  8 data b its , 1 stop 
bit, no parity. The SCSI BBS is the place to f ind the latest information on what's 
happen ing today in SCS/-3.  
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Examples of SCSI Behavior. 
Example # 1  (Disk Read). 
Example #2 (Disk Write). 
Example #3 (Tape Read). 
Example #4 (Tape Write). 
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Examples of SCSI Behavior. This section g ives several examples of SCSI 
1/0 Processes. Each example has the fo l lowing e lements: 

• A description of the .. scenario .. . 

• A Block Diag ram showing the model for the system described in  the scenario . 

• Text describ ing the steps in the scenario in more detai l .  

• Any other d iag rams and tab les needed to  describe detai ls o f  the  scenario.  
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Exrunple # 1 :  The f i rst example shows a s imple d isk read operation . Diag ram 61  
shows the  system for  th is example .  The Host System has a system bus ,  such as  the 
VM E Bus or the E ISA Bus, wh ich connects to a Host Adapter. The Host Adapter 
performs the Initiator function for the Host System.  The Host Adapter comm u n icates 
with the Host System via D irect Memory Access (DMA) with the Host Memory on the 
system bus.  Th is DMA Channel is used to transfer al l  Commands, Data, and Status 
between the Host System and the SCSI Bus . I n  other words ,  th is is a classic Host 1/0 
Channe l .  

The Target is a s imple ( ! )  "Embedded" SCSI  D isk Drive with a s ing le  L ogical Unit 
that corresponds to the physical hard disk mechanism . The sectors on  the hard d isk 
are mapped to SCSI Logical Blocks . The Target contains  a " Data Buffer" cons isting 
of  a local memory b lock that holds sectors du ring a transfer: 

• When writi ng ,  the Data Buffer holds the data from the Host System prior to 
writi ng  the data to the hard d isk. 

• When read ing , the Data Buffer holds the data read from the hard disk prior to 
transfer to the Host System . 

The hard d isk has a mechanical head position ing system wh ich is located by the 
Target on  the disk track which contains the desired Log ical B locks . M oving  the head 
takes a re lative ly long period of time to complete . In other words ,  th is is a classic 
I nte l l igent Disk Drive . As we wi l l  see in  the other volumes of th is Encyclopedia ,  an 
I nte l l igent Disk Dr ive is cal led a Di rect Access Device in SCS I .  
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The f i le read request must f i lter down th rough the d ifferent layers o f  t h e  Host System ,  
as shown i n  D iag ram 62. At each leve l ,  the request i s  translated into a standard form 
understood by the next lowest leve l .  Note that the d iagram shows the flow of informa­
tion between levels ;  it does not show the t ime order of that flow. 

• An appl ication p rog ram on the Host System makes a request to the Operat­
ing System to read a f i le ;  for example,  a spreadsheet p rogram loads a user 
spreadsheet. The appl ication specifies to the Operating  System wh ich f i le ,  
how much of the f i le to read , and where to put the data. 

• The Operating  System takes the f i le read request from the appl ication .  Us ing 
its internal f i le system data structu res, i t  determines which f i le system b locks 
make up  the req uested f i le .  From this information ,  the Operating System 
creates a read d isk b lock request and issues it to the SCSI Driver program . 

• The SCSI Driver prog ram takes the block read request from the Operating  
System .  I t  converts the f i l e  system block read request into a SCSI  Command 
Descriptor Block (CDB) . I t  then incorporates the COB into a Host Adapter 
Contro l  Block (see Host Adapter) . Th is Control Block is set up  in  Host 
Memory. The Host System then te l ls the Host Adapter to begin executing  the 
Command specified in  the Control Block. 

• When the SCSI I/O Process is completed , Status has been retu rned and 
stored in  the Host Adapter Control Block. The data has been transferred 
d i rectly to the app l ication data area. If the Command caused "CH ECK 
CON DITION"  Status ,  the Host Adapter may also have fetched Sense Data 
from the Target d isk d rive . 

• The SCSI Driver translates the retu rned Status and Sense Data (if any) to 
d river com p letion codes understood by the Operating System and passes 
them back up .  

• The Operating System passes OS completion codes back to  the  appl ication .  
The operation is comp lete , and the appl ication has its data. 
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Application 
Program 

File Read Request : 

- Fil e  Name 
- Transfer Size 
- Appl ication Data Poi nter 

Operating System 

Read Disk Block Request : 
- Starting Block 
- Num ber of Blocks 
- Memory Data Poi nter 

Examples 

. - - - - - - - - - - ., 

11 Application Data : 
- - - - - - - - - - -

OS Result: 
- OS Specific Codes 

Driver Result :  
- OS Specific Codes 

Direct Data 
Transfer to 
Application 
Data Area 

SCSI 
Driver 

. - - - - - - - - - - ., 

11 Host Control Block : 
- - - - - r- - - - - -

SCSI Read Request: 
- Starting Logical Block 
- Number of Blocks 
- Memory Data Pointer 

Host Adapter 

READ Command 

SCSI Bus 

SCSI Result: 
-Status 
-SENSE Data 

GOOD Status DATA IN 

DIAG RAM 62 :  D I S K  R EAD EXAM PLE SOFTWARE LEVELS 
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T h e  D i s k  Read C o m m and exam ple beg ins with t h e  req uest f o r  a f i le  b y  the appl ication 
program , as d escribed above. We' l l  pick it up after the H ost Adapter rece ives the Host 
Adapter Control Block from the SCSI Driver: 

• The H ost Ad apter performs the I n it iator fu nction for the H ost System .  The 
I n itiator enters the ARBITRA TION Phase (after val idat ing the BUS FREE 
Phase) to g et control of the bus. It asserts the BSY Signal and its own SCSI 
Bus /D. 

• The I n itiator wins Arbitration by having the h ig hest SCSI Bus I D  asserted .  The 
I n it iator then takes control of the bus by assert ing the SEL Signal. It then 
asserts the A TN Signal (to create the A ttention Condition) and the SCSI 
Bus ID of the Target. I t  re leases the BSY Signal to begin the SELECTION 
Phas e .  

• T h e  Targ et recognizes the Selection b y  t h e  I n it iator a n d  asserts the BSY 
Signal in response.  The I n itiator re leases the S E L  Signal  in response . This 
comp letes the S E LECTI ON Phase. 

• The Target now takes charge of Bus Phase selection .  Since the I n itiator 
asserted the ATN Signal ,  the Target goes to MESSA GE OUT Phase (see 
Message System) . The I n it iator sends the IDENTIFY Message to estab l ish 
the Nexus for the ljO Process.  The I D E NTI FY M essage ind icates which 
L ogical Unit is  going to receive a Com mand from the I n itiator .  

• The Target then changes to COMMAND Phase to fetch the COB from the 
I n itiator. The I n it iator sends the COB via DMA from Host M e mory in re­
sponse.  The Target exam ines the f irst byte to d eterm ine how m any bytes of 
C O B  to tran sfe r. 

• After receiving and decod ing the COB,  the Target d eterm ines that a seek 
m ust be performed on the Log ical U n it to the location of the Log ical Blocks. 
In other  wo rds,  it h as to seek to the track with the req uested sectors. Since 
this takes some t ime,  the Target decides to Disconnect from the SCSI  Bus .  
To do th is ,  it changes to  the MESSA GE IN Phase and sends the DISCON­
NECT Message . The I n itiator receives the M essage and clears the Active 
Pointers . The Target then releases the BSY Signal  to go to BUS FREE 
Phase.  
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I Host System I I n itiator I Target I Logica l Un it  I 

An Appl ication Program gen -

erates a Read F i l e  Request to 
the Operating System .  

T h e  Operating System trans-
lates the Read F i le  Requ est 
to a Read B locks Request, 
and issues it to the SCSI Driv-
er. 

The SCSI Driver tra ns lates the The I n itiator Arbitrates for 

Read Blocks Request to a control of the SCSI Bus. 
Host Adapter Control Bl ock, 
which inc ludes a SCSI Com-
mand Descriptor B lock (CDB), 
and issues the Control Block 
to the Host Ada pter. 

The I n itiator wins control of The Target Asserts BSY to 

the SCSI Bus and Asserts the respond to the Selection by 

SEL Signa l .  The In itiator As- the I n itiator. 
serts the ATN Signa l  and be-
gins the SELECTION Phase. 

The I n itiator Releases the SEL The Target changes to the 
Signal to complete the SELEC- MESSAGE OUT Phase in re-
TION Phase. sponse to the Attention Con -

dit ion. 

The In itiator sends the IDENTI-

FY Message to estab l ish the 
Nexus and Negates the ATN 

Signa l .  The In itiator copies the 
Saved Pointers to the Active 
Pointers. 

The Target cha nges to COM -
M A N D  Phase t o  receive t h e  
C D B  from the In itiator. 

The CDB is DMA tra nsferred The In itiator sends the CDB to 
from Host Memory. the Ta rget. 

The Ta rget changes to M ES- The Logica l U n it begins a 
SAGE IN Phase a n d  sends the Seek to the requested 
DISCONNECT Message. B locks. 

The In itiator rece ives the DIS-

CONNECT Message and sus-

pends the I/O Process. 

The Target Releases BSY a n d  
t h e  B u s  goes to B U S  FREE 

Phase. 

DISK  R EAD COMMAND EXAMPLE (1 OF 2) 
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The read request contin ues after the d isk seek has completed :  

• The seek com pletes on the Log ical Un it, and the f i rst sector of  the read 
req uest beg ins  transfer into the Target Data Buffer .  
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• Sometime before the  end of the transfer o f  the  fi rst sector into the  Target 
Data Buffer, the Target enters the AR BITRATION Phase (after val idat ing the 
BUS FREE Phase) to get control of the bus.  I t  asserts the BSY Signal and its 
own SCSI Bus I D . 

• The Target wins Arb itration by having the h ighest SCSI Bus I D  asserted .  The 
Target then takes control of the bus by assert ing the S E L  Signal .  I t  then 
asserts the 1/0 Signal (to choose the RESELECTION Phase) and the SCS I 
Bus I D  of the I n it iator. It re leases the BSY Signal to beg in  the R ESELEC­
TION  Phase.  

• The I n itiator recogn izes the Rese lection by the Target and asserts the BSY 
Sig nal in  response.  The Target asserts the BSY Signal and re leases the SEL 
Sig nal in response.  When the I n itiator sees the  SEL Signal go False ,  it 
releases the BSY Signal .  Th is completes the RESELECTION Phase. 

• The Target again takes charge of Bus Phase selection . The fi rst Phase after 
Reselection is always the M ESSAG E IN Phase (see Message System) . The 
Target sends the I DENTI FY Message to re-establ ish the N exus with the 
I n it iator for the 1/0 Process. The I DENTI FY Message ind icates wh ich Log ical 
Un it is go ing to continue a Command from the I n itiator .  

• The Target then changes to DA TA IN Phase to beg in send ing  the requested 
data to the I n itiator. The I n itiator passes the data via DMA to the location in  
Host Memory req uested by the Host System .  The Target continues unti l  a l l  
data is transferred . 

• After completing  the data transfer, the Target changes to S TA TUS Phase to 
retu rn com pletion Status to the I n itiator. The I n itiator passes the Status via 
DMA to the Host System .  

• The last task o f  t he  Target for this l/0 Process i s  to change to  M ESSAG E I N  
Phase and transfer the COMMAND COMPLETE Message to com plete the 
1/0 Process. The I n itiator receives the Message and g ives the Host System 
some ind icat ion that 1/0 Process has been completed . Th is ind ication is 
usua l ly a system interrupt, although it may also be ind icated by sett ing a bit 
in  a status reg ister on the Host Adapter. 

• The SCSI Driver takes the SCSI Status, converts it into an Operating System 
com pletion code (SCSI and OS codes wi l l  seldom coincide) , and retu rns 
control to the Operating System.  The Operating  System retu rns comp letion to 
the appl ication p rogram , wh ich can then start us ing the requested f i le .  
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I Host System I I n it iator I Ta rget I Logica l Un i t  I 

The Host System is wait ing The I n it iator is wait ing for the The Target is wait ing for the The Logical U n it Seek Com-

for compl etion and may be Target to Reconnect and  may Logica l U n it to be ready a n d  p letes. T h e  Logica l U n i t  sta rts 

doing other processing. be h a n d l ing other SCSI 110 may be hand l ing other  110 transferr ing data into the 

Processes. Processes. Target Data Bu ffer. 

The Target Arb itrates for con-
tro l  of  the SCSI Bus .  

The Ta rget wins control of  the 
SCSI Bus and Asserts the SEL 

Signa l .  The Target Asserts the 

1 10 Sign a l  a n d  begins the RE-
SELECTION Phase.  

The I n itiator Asserts BSY to The Ta rget Asserts BSY a n d  
respond t o  t h e  RESELECTION Releases SEL to end  the RE-
Phase. I t  Releases BSY when SELECTION Phase. The Ta rget 
the Ta rget Releases SEL. switches to M ESSAGE I N  Phase 

to send the IDENTIFY Message 
to re-esta b l is h  the Nexus.  

The In it iator receives the The Logical  Un i t  compl etes 
IDENTIFY Message and copies the Data tra nsfer  to the Ta r-
the a p propriate Saved Point- get Data Bu ffer.  
ers to the Active Pointers. 

The Ta rget changes to DATA 
IN Phase to send the Read 
Data to the In it iator. 

The Data is DMA transferred The I n it iator receives the DA-

into Host Memory. TA IN  from the Ta rget and 
passes it  on to  the Host. 

The Ta rget cha nges to STATUS 
Phase and sends Com pl etion 
Sta tus to the In itiator. 

The Sta tus is DMA tra n s ferred The I n itia tor rece ives the Sta -
into Host Memory. tus and passes it on to the 

H ost. 

The Target cha nges to M ES-
SAGE I N  Phase and sends the 
COM MAND COM PLETE Message. 

The I n it iator receives the The Ta rget Releases BSY a n d  

COM MAND COM PLETE Message the Bus goes to BUS FREE 
and closes the Nexus.  The Phase. 
I n it iator ind icates to the Host 

System that the Com mand is 
completed. 

The Host System SCSI Dr iver 
receives the ind ication a n d  
retu rns t h e  Data a n d  Status 
back to the Operat ing Sys-
tern.  

The Operating System passes 
the Data and Status back to 
the Appl ication.  

D ISK  R EAD COMMAND EXAMPLE (2 OF 2) 
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Table 31 shows the SCSI B u s  Phases used during the Disk Read example .  The table 
shows the Bus Control Signals that define each phase, but does not include any 
REQ/ACK handshakes for clarity. The Data Bus contents are shown when appropri­
ate ; "--" ind icates several bytes are transferred in the Phase. 

The I n it iator SCSI Address is assumed to be 7, and the Target SCSI Address is 
assumed to be 0. 

TABLE 31 : D ISK READ EXAM PLE BUS PHASES 

I BSY I SEL I ATN I MSG I C/D 1 110 I RST I Data I Phase 

0 0 0 0 0 0 0 00 BUS FREE 

1 0 0 0 0 0 0 80 ARBITRATION Phase 

1 1 1 0 0 0 0 8 1  Initiator takes Bus after winning 

0 1 1 0 0 0 0 8 1  SELECTION Phase 

1 1 1 0 0 0 0 8 1  Target responds to Selection 

1 0 1 0 0 0 0 XX Initiator releases SEL to end SELECTION Phase 

1 0 0 1 1 0 0 co M ESSAGE OUT Phase - IDENTIFY Message (Logical Un it 0, Disconnect OK) 

1 0 0 0 1 0 0 -- COMMAND Phase - Target receives CDB 

1 0 0 1 1 1 0 04 M ESSAGE IN Phase - DISCONNECT Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

1 0 0 0 0 0 0 0 1  ARBITRATION Phase 

1 1 0 0 0 1 0 8 1  Ta rget takes Bus after winning 

0 1 0 0 0 1 0 8 1  RESELECTION Phase 

1 1 0 0 0 1 0 8 1  In itiator responds to Reselection 

1 0 0 0 0 1 0 XX Target asserts BSY and releases SEL to end RESELECTION Phase 

1 0 0 1 1 1 0 80 MESSAGE IN Phase - IDENTIFY Message (Logical Unit 0) 

1 0 0 0 0 1 0 - - DATA IN Phase - In itiator receives read data 

1 0 0 0 1 1 0 00 STATUS Phase - GOOD Status 

1 0 0 1 1 1 0 00 M ESSAGE IN Phase - COMMAND COM PLETE Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

I 
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Example #2:  The second example shows a s imple d isk write operation . The 
system for Example #2 is the same as that for Example #1 , as shown in  D iag ram 6 1 . 

Like the read request, the f i le write request must fi lter down th rough the d ifferent 
layers of the Host System ,  as shown in Diagram 63. At each leve l ,  the request is 
translated into a standard form understood by the next lowest leve l .  Note that the 
d iag ram shows the f low of information between levels;  it does not show the time order 
of that f low. 

• An appl ication program on the Host System makes a request to the Operat­
ing System to write a f i le ;  fo r example,  a word processing p rogram saves a 
user document. The appl ication specifies to the Operating System wh ich f i le ,  
how m uch of the f i le to write , and where to get the data. 

• The Operating System takes the f i le write request from the appl ication . Us ing 
its internal f i le system data structu res,  i t  determines which f i le system blocks 
are free for writ ing in a f i le .  From this information ,  the Operating  System 
creates a write disk b lock request and issues it to the SCSI Driver  program . 

• The SCSI Driver prog ram takes the b lock write request from the Operating 
System .  I t  converts the f i le system block write request into a SCSI Command 
Descriptor Block (CDB) . I t  then incorporates the C O B  into a Host Adapter 
Control B lock (see Host Adapter) . Th is Control Block is set u p  in  Host 
Memory. The Host System then te l ls the Host Adapter to beg in  executing  the 
Command specified in  the Control Block. 

• When the SCSI /jO Process is completed , Status has been retu rned and 
stored in the Host Adapter Control Block. The data has been transferred 
d i rectly to the appl ication data area. If the Command caused "CH EC K  
CON DITION"  Status,  the Host Adapter may also have fetched Sense Data 
from the Target d isk d rive . 

• The SCS I Driver  translates the retu rned Status and Sense Data (if any) to 
d river com pletion codes understood by the Operating System and passes 
them back up .  

• The Operating System passes OS completion codes back to the application .  
The operation is complete , and the appl ication has saved its data. 
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Application 
Program 

File Write Request: 
- File Name 
- Transfer Size 
- Application Data Pointer 

Operating System 

Write Disk Block Request: 
- Starting Block 
- Number of Blocks 
- Memory Data Pointer 

Examples 
. - - - - - - - - - - -, 

11 Application Data : 
- - - - - - - - - - -

OS Result: 
- OS Specific Codes 

Driver Result:  
- OS Specific Codes 

Direct Data 
Transfer from 
Application 
Data Area 

SCSI 
Driver 

. - - - - - - - - - - -, 

1
1 

Host Control Block : 
- - - - - .-- - - - - -

SCSI Write Request: 
- Starting Logical Block 
- Number of Blocks 
- Memory Data Pointer 

Host Adapter 

WRITE Command 

SCSI Bus 

) 

SCSI Result: 
- Status 
- SENSE Data 

GOOD Status DATA OUT 

DIAG RAM 63 : D I S K  WRITE EXAM PLE SOFTWAR E  LAYERS 
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The D isk  Write Command example beg ins with the  request fo r  saving  a f i l e  by  the 
appl ication  p rogram , as described above. We' l l  p ick it up after the Host Adapter 
receives the Host Adapter Control Block from the SCSI Driver: 

• The Host Adapter performs the I n itiator function for the Host System .  The 
I n itiator enters the ARBITRA TION Phase (after val idating  the BUS FREE 
Phase) to get control of the bus.  I t  asserts the BSY Signal and its own SCSI 
Bus /D. 

• The I n itiator wins Arb itration by having the h ighest SCSI Bus I D  asserted .  The 
I n itiator then takes control of the bus by asserting the SEL Signal. I t  then 
asserts the A TN Signal (to create the A ttention Condition) and the SCSI 
Bus ID of  the Target. I t  re leases the BSY Signal to beg in the SELECTION 
Phase .  

• The Target recogn izes the Selection by the I n itiator and asserts the  BSY 
Signal in response. The I n itiator re leases the SEL  Signal in  response. This 
completes the S ELECTION Phase. 

• The Target now takes charge of Bus Phase selection . S ince the I n it iator 
asserted the ATN Sig nal ,  the Target goes to MESSA GE OUT Phase (see 
Message System) . The I n itiator sends the IDENTIFY Message to establ ish 
the Nexus for the ljO Process .  The I DENTI FY Message ind icates wh ich 
Logical Unit is go ing to receive a Command from the I n itiator. 

• The Target then changes to COMMAND Phase to fetch the COB from the 
I n itiator. The I n it iator sends the COB via DMA from Host Memory in  re­
sponse. The Target examines the fi rst byte to determine how many bytes of 
COB  to transfer. 

• After receiving and decoding the COB, the Target determines that a seek 
must be performed on the Log ical Un it to the location of the Log ical B locks . 
I n  other  words ,  it has to seek to the track with the req uested sectors . Wh i le 
the seek is p roceed ing ,  and since th is is a Write Command, the Target then 
changes to DA TA OUT Phase to beg in send ing the req uested data to the 
I n itiator. The I n it iator passes the data via DMA to the location in  Host M emo­
ry requested by the Host System .  The Target conti nues u nti l  a l l  data is 
transferred .  By overlapping the seek with the data transfer the Target saves 
com mand processing time.  

The SCSI Encycloped ia ,  Vol u me I Copyright © 1 991  ENDL Publ ications 



23 1 Examples 
I Host System I I n itiator I Ta rget I Logica l Un it  I 

An Appl ication Program gen-
erates a Write F i le  Req u est 
to the Operating System .  

The Operating System tra ns-
lates the Write F i le  Requ est 
to a Write Blocks Requ est, 
and issu es it to the SCSI Driv-

er. 

The SCSI Driver tra nslates the The In itiator Arb itrates for 

Write Blocks Request to a control of the SCSI Bus. 
Host Ada pter control Block, 
wh ich inc ludes a SCSI Com -

mand Descriptor B l o c k  (CDB), 
and issues the Control B lock 
to the Host Adapter. 

The I n itiator wins control of The Target Asserts BSY to 
the SCSI Bus and Asserts the respond to the Selection by 
SEL Signa l .  The I n itiator As- the In itiator. 
serts the ATN Signal and be-
gins the SELECTION Phase. 

The In itiator Releases the SEL The Ta rget changes to the 
Signa l  to compl ete the SELEC- M ESSAGE OUT Phase in re-
TION Phase. sponse to the Attention Con -

dit ion. 

The I n itiator sends the IDENTI -
FY Message to estab l ish the 
Nexus and Negates the ATN 
Signa l .  The I n itiator copies the 
Saved Pointe rs to the Active 
Pointe rs. 

The Ta rget cha nges to COM -
M A N D  Phase t o  receive the 
CDB from the In itiator. 

The CDB is DMA tra nsferred The I n itiator sends the CDB to 
from Host Memory. the Ta rget. 

The Ta rget changes to DATA The Logical U n it begins a 
OUT Phase a n d  receives the Seek to the requ ested 
write data from the I n itiator. B locks. 

The write data is DMA trans- The In itiator sends  the  write 
ferred from Host Memory. data to the Ta rget. 

DISK WR ITE COMMAND EXAMPLE {1 OF 2) 
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The write request contin ues after the DATA OUT Phase: 

• The seek completes on  the Log ical Un it ,  and the f i rst sector of the write 
request beg ins tmnsfer from the Target Data Buffer to the d isk. 

232 

• Since there is sti l l  data to  write to  the  d isk, and  th is  takes some t ime ,  the 
Target decides to Disconnect from the SCSI Bus.  To do  this ,  it changes to 
the MESSA GE IN Phase and sends the DISCONNECT Message . The 
I n it iator receives the M essage and clears the Active Pointers . The Target 
then re leases the BSY Signal to go to BUS FRE E  Phase. 

• Sometime before the end of the transfer of the last sector from the Target 
Data Buffer to the d isk, the Target enters the ARBITRATION Phase (after 
val idating  the BUS FREE  Phase) to get control of the bus. I t  asserts the BSY 
Signal and its own SCSI Bus I D . 

• The Target wins  Arbitration by having the h ighest SCSI Bus I D  asserted . The 
Target then takes control of the bus by asserting the SEL  Signal .  It then 
asserts the 1/0 Signal (to choose the RESELECTION Phase) and the SCSI 
Bus ID of the I n itiator. I t  releases the BSY Signal to beg in the R ESELEC­
TION Phase . 

• The I n itiator recogn izes the Reselection by the Target and asserts the BSY 
Signal i n  response.  The Target asserts the BSY Sig nal and re leases the SEL 
Signal i n  response.  When the I n itiator sees the SEL  Signal go  False ,  i t  
re leases the BSY S igna l .  Th is completes the R ESELECTIO N  Phase. 

• The Target again takes charge of Bus Phase selection . The fi rst Phase after 
Reselection is always the M ESSAG E I N  Phase (see Message System) .  The 
Target sends the I D ENTI FY Message to re-establ ish the Nexus with the 
I n itiator for the 1/0 Process. The I DENTI FY Message ind icates which Log ical 
Un it is go ing to continue a Command from the I n it iator. 

• After completing the Message transfer, the Target changes to STA TUS 
Phase to return com pletion Status to the I n it iator. The I n it iator passes the 
Status via DMA to the Host System .  

• The last task o f  the  Target for this 1/0 Process is to  change to  M ESSAG E I N  
Phase and transfer the COMMAND COMPLETE Message to complete the 
1/0 Process . The I n itiator receives the Message and g ives the Host System 
some ind icat ion that the 1/0 Process has been com pleted .  Th is ind ication is 
usual ly a system interrupt, although it may also be ind icated by setting a b it 
in a status reg ister on the Host Adapter. 

• The SCSI Driver takes the SCSI Status ,  converts it into an Operating System 
com pletion code (SCSI and OS codes wi l l  seldom coincide) , and retu rns 
control to the Operat ing System .  The Operating System retu rns com pletion to 
the appl ication prog ram , which then knows the data has been saved . 
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I Host System I I n itiator I Target I Logical U n it I 

The Ta rget changes to M ES-
SAG E  IN Phase a n d  sends the 
DISCONNEQ Message. 

The I n itiator receives the DIS- The Ta rget Releases BSY a n d  The Logica l Un i t  Seek Com-

CONNECT Message and sus- the Bus goes to BUS FREE p letes. The Logica l U n it sta rts 

pends the 110 Process. Phase. tra nsferr ing data from the 
Target Data Bu ffer to the 
h a rd disk. 

The Host System is wait ing The I n itiator is wa iting for the The Ta rget is wait ing for the The Logica l Unit fin ishes writ-

for completion a n d  may be Ta rget to Recon nect and may Logical Un it  to fin ish a n d  may ing data on  the hard d isk. 

doing oth er  process ing. be h a n d l ing other SCSI 1/0 be hand l in g  other  1/0 Process-

Processes. es. 

The Ta rget Arb itrates for con-
tro l  of the SCSI Bus.  

The Ta rget wins control of  the 

SCSI Bus a n d  Asserts the SEL 

Signa l .  The Ta rget Asserts the 

1 10 Signal  a n d  begins the RE-
SELECTION Phase. 

The I n itiator Asserts BSY to The Ta rget Asserts BSY a n d  
respond t o  the RESELECTION Releases SEL to end the RE-
Phase. I t  Releases BSY when SELECTION Phase. The Ta rget 
the Ta rget Releases SEL. switches to M ESSAGE IN  Phase 

to send the IDENTIFY M essage 
to re-esta bl ish the Nexus.  

The I n it iator rece ives the The Logica l U n it completes 
I D ENTIFY Message and copies the Data transfer  to the Tar-
the Saved Pointers to the get Data Bu ffer. 
Active Pointers. 

The Target cha nges to STATUS 
Phase and sends Completion 
Status to the In itiator. 

The Status is DMA transferred The I n itiator receives the Sta-
into Host Memory. tus and passes it on to the 

H ost. 

The Target cha nges to M ES-
SAGE I N  Phase and sends th e 
COMMAND COM PLETE Message. 

The In itiator rece ives the The Target Releases BSY a n d  
COM MAND COM PLETE Message the Bus goes to BUS FREE 
and cl oses the Nexus.  The Phase. 
I n itiator ind icates to the Host 
System that the Command is 

completed. 

The Host System SCSI Driver 

receives the ind ication a n d  
retu rns t h e  Sta tus b a c k  to 

the Operating System. 

The Operating System passes 
the Data and Status back to 
the Appl ication .  

DISK  WRITE COM MAN D EXAM PLE (2 OF 2) 
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Table 32 shows the SCS I Bus Phases used during the D isk Write example .  The table 
shows the Bus Control Signals that define each phase, but does not include any 
REQ/ACK handshakes for clarity. The Data Bus contents are shown when appropri­
ate ; "--" ind icates several bytes are transferred in the Phase . 

The I n itiator SCSI Address is assumed to be 5 ,  and the Target SCSI Add ress is 
assumed to be 2.  

TABLE 32:  D ISK WR ITE EXAM PLE Bus PHASES 

I BSY I SEL I ATN I MSG I C/D 1 1/0 I RST I Data I Phase 

0 0 0 0 0 0 0 00 BUS FREE 

1 0 0 0 0 0 0 20 ARBITRATION Phase 

1 1 1 0 0 0 0 2 4  In itiator takes B u s  after winning 

0 1 1 0 0 0 0 24 SELECTION Phase 

1 1 1 0 0 0 0 24  Target responds to Selection 

1 0 1 0 0 0 0 XX In itiator releases SEL to end SELECTION Phase 

1 0 0 1 1 0 0 co MESSAGE OUT Phase - IDENTIFY Message (Logical Unit  0, Disconnect OK) 

1 0 0 0 1 0 0 - - COMMAND Phase - Target receives CDS 

1 0 0 0 0 0 0 - - DATA OUT Phase - In itiator sends write data 

1 0 0 1 1 1 0 04 M ESSAGE IN Phase - DISCONNECT Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

1 0 0 0 0 0 0 04 ARBITRATION Phase 

1 1 0 0 0 1 0 24 Target takes Bus a fter winning 

0 1 0 0 0 1 0 24 RESELECTION Phase 

1 1 0 0 0 1 0 24  In itiator responds to Reselection 

1 0 0 0 0 1 0 XX Target asserts BSY and releases SEL to end RESELECTION Phase 

1 0 0 1 1 1 0 80 MESSAGE IN Phase - IDENTIFY Message (Logical Unit  0) 

1 0 0 0 1 1 0 00 STATUS Phase - GOOD Status 

1 0 0 1 1 1 0 00 MESSAGE IN Phase - COMMAND COMPLETE Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

I 

The SCSI Encycloped ia ,  Volume I Copyright © 1 991  ENDL Publ ications 



235 Examples 

This page is nearly b lank!  
We use the space to improve Readabi l ity. 

Copyright © 1 99 1  ENDL Publ ications The SCSI Encycloped ia ,  Volume I 



Examples 236 
Example #5: For a change o f  pace , the th ird example shows a tape restore 
operation . Diag ram 64 shows the system for this example .  Like the p revious exam­
ples, the Host System has a system bus, such as the VM E Bus or the E ISA Bus ,  
which connects to a Host Adapter. The Host Adapter performs the Initiator function 
for the Host System .  Un l ike the previous examples, th is Host Adapter comm u n icates 
with the Host System strictly via 1/0 Port access on the system bus .  These 1/0 Ports 
are used to transfer al l  Commands, Data, and Status between the Host System and 
the SCSI Bus . In other words ,  this is a classic s imple Peripheral 1/0 Adapter. 

The Target is a s imp le  ( ! )  "Embedded" SCSI Tape Drive with a s ing le Logical Unit 
that corresponds to the phys ical tape transport and head mechanism . The physical 
blocks recorded on the tape are mapped to SCSI Logical Blocks . The Target 
contains a large "Data Buffer" consisting of a local memory b lock that holds b locks 
during a transfer: 

• When writing ,  the Data Buffer holds the data from the Host System prior to 
writi ng the data to the tape. 

• When read ing , the Data Buffer holds the data read from the tape prior to 
transfer to the Host System .  

The tape transport is a re lative ly s low mechanism that advances t he  tape past the 
heads.  The heads record data on the tape and read it back. The physical tape b locks 
correspond d i rectly to the desired Log ical B locks . Moving the tape at all takes a 
re lative ly long period of t ime to complete . As a resu lt ,  the physical transfer rate is very 
slow re lative to the capabi l ity of the SCSI Bus.  Therefore, it is desirable to use the 
Data Buffer to make use of the SCSI Bus more efficient: 

• When writing ,  the Data Buffer is f i l led by data from the Host System .  The 
Target then Disconnects from the Bus to perform the actual write to tape. 
The Target Reconnects to the Bus when the Data Buffer  is (nearly) empty. 

• When read ing ,  the Target Disconnects from the Bus after receiving  the read 
request. Off l i ne ,  the Data Buffer is f i l led by data from the tape.  When the 
buffer is (nearly) fu l l ,  the Target Reconnects to the Bus to send the data. 

In other  words ,  th is is a classic I nte l l igent Tape Drive . As we will see in the other 
volumes of th is Encyclopedia,  an I nte l l igent Tape Drive is cal led a Sequentia l Access 
Device in SCS I .  
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DIAG RAM 64: TAP E  EXAM PLE SYSTEM ARCH ITECTU R E  
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The tape restore request m ust fi lter down through the d ifferent layers of  the Host 
System ,  as shown in Diag ram 65. In this example ,  the appl ication p rogram bypasses 
the Operating System because the Operating System does not support tape .  At each 
leve l ,  the request is translated into a standard form understood by the next lowest 
leve l .  Note that the d iag ram shows the flow of information between levels ;  it does not 
show the t ime order of that f low. 

• An appl ication p rog ram on the Host System makes a request d irectly to the 
SCSI Driver (bypassing the Operating System) to read the tape ;  for example ,  
a backup ut i l ity is go ing to restore a system f i le from the tape .  The fi rst step 
is to read the f i le from the tape .  The appl ication specifies to the SCSI Driver 
how many b locks to read from the tape, and where to put the data. 

• The SCSI Driver prog ram takes the tape read request from the appl ication . It 
converts the tape b lock read request into a SCSI Command Descriptor 
Block (CDB) . It then issues a command to the Host Adapter to Select the 
Target and send the COB. More commands are issued to the Host Adapter 
unt i l  the operation is complete . Note that the SCSI Driver manages the f/0 
Process :  it responds to Phases and maintains the Pointers . 

• When the SCSI f/0 Process is comp leted , Status has been retu rned to the 
SCSI Driver. The data has been transferred d i rectly to the appl ication data 
area. If the Command caused "CH ECK CON DITION"  Status,  the SCSI Driver 
may also have fetched Sense Data from the Target d isk d rive . The SCSI 
Driver  translates the retu rned Status and Sense Data (if any) to d river 
completion codes understood by the appl ication and passes them back up .  

• The operation is complete , and the appl ication has its data. 
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Application 
Program 

Tape Read Request: 
- Transfer Size 
- Application Data Pointer 

I Operating System I 
- Does not take part 

SCSI 
Driver 

SCSI READ Command 

Host Adapter 

READ Command 

SCSI Bus 

Examples 
. - - - - - - - - - - -, 

11 Application Data : 
- - - - - - - - - - -

Driver Result: 
- OS Specific Codes 

SCSI Result:  
-Status 
-SENSE Data 

GOOD Status 

Direct Data 
Transfer to 
Appl ication 
Data Area 

1/0 Port Read 
Data Transfer 

DATA IN 

DIAG RAM 6 5 :  TAP E  R EAD EXAM PLE SOFTWARE LEVELS 
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The Tape Read Command example beg ins with the request for a f i le b y  the appl ica­
tion program , as described above. We' l l  pick it up after the SCSI Driver receives 
request from the appl ication :  

• The Host Adapter under control of  the SCSI Driver performs the I n itiator 
function for the Host System . The I n itiator enters the ARBITRA TION Phase 
(after val idat ing the BUS FREE Phase) to get control of the bus .  I t  asserts 
the BSY Signal and its own SCSI Bus ID. 

• The I n itiator wins  Arbitration by having the h ighest SCSI Bus I D  asserted . The 
I n itiator then takes control of the bus by asserting the SEL Signal. I t  then 
asserts the A TN Signal (to create the A ttention Condition) and the SCSI 
Bus ID of the Target. I t  re leases the BSY Signal to beg in the SELECTION 
Phase . 

• The Target recogn izes the Selection by the I n itiator and asserts the BSY 
Signal in response. The I n itiator re leases the SEL  Signal i n  response. Th is 
com pletes the S ELECTION Phase. 

• The Target now takes charge of Bus Phase selection .  S ince the I n itiator 
asserted the ATN Signal ,  the Target goes to MESSA GE OUT Phase (see 
Message System) . The I n itiator sends the IDENTIFY Message to estab l ish 
the Nexus for the 1/0 Process . The I DENTI FY Message ind icates wh ich 
Logical Unit is go ing to receive a Command from the I n itiator. 

• The Target then changes to COMMAND Phase to fetch the C O B  from the 
I n itiator. The I n it iator sends the COB via an 1/0 Port transfer with the SCSI 
Dr iver in response. The Target exam ines the fi rst byte to determine how 
many bytes of C O B  to transfer. 

• After receiving and decod ing the COB ,  the Target beg ins read ing data from 
the tape.  S ince this takes some time, the Target decides to Disconnect from 
the SCSI Bus .  To do th is ,  it changes to the MESSA GE IN Phase and sends 
the DISCONNECT Message . The I n itiator receives the M essage and clears 
the Active Pointers. The Target then re leases the BSY Signal to go to BUS 
FR EE Phase.  
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I Host System I I n itiator I Ta rget I Logica l U n it I 

An Appl ication Progra m gen- The Logical  U n it ( i .e . ,  the 

erates a Read F i le Request to tape) is cu rrently positioned 

the SCSI Driver. where the Appl ication wants 
it. 

The SCSI Driver trans lates the The I n itiator Arbitrates for 

Read Bl ocks Request to a control of the SCSI Bus.  
SCSI  Com mand Descriptor 
Block (CDB), and issu es a Se-
lection command to the Host 
Adapter. 

The I n itiator wins control of The Ta rget Asserts BSY to 

the SCSI  Bus and Asserts the respond to the Selection by 

SEL Signa l .  The In itiator As- the I n itiator. 

serts the ATN Signa l  and be-
gins the SELECTION Phase. 

Th e I n itiator Releases the SEL The Target cha nges to the 

Signal  to compl ete the SELEC- MESSAGE OUT Phase in  re-
T ION Phase. sponse to the Atten tion Con -

dit ion. 

The I n itiator sends the IDENTI -
FY Message to estab l ish the 
Nexus and Negates the ATN 
Signa l .  The I n itiator copies the 
Saved Poi n te rs to the Active 

Pointers. 

The Ta rget cha nges to COM -
M A N D  Phase t o  receive th e 
CDB from the I n itiator. 

The CDB is transferred to the The I n itiator sends  the CDB to 

Host Ada pter by the SCSI the Ta rget. 
Driver. 

The Target changes to M ES- The Logica l U n it begins tra ns-
SAG E  IN Phase and sends the ferr ing data from the tape to 
DISCONNECT M essage. the Ta rget Data Bu ffer. 

The I n itiator receives the D IS-

CON NECT Message a n d  sus-

pends the 1/0 Process. 

The Ta rget Releases BSY a n d  

t h e  B u s  goes t o  B U S  FREE 

Phase. 

TAPE READ COMMAND EXAMPLE (1 OF 3) 
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The read request continues after the Target Data Buffer  i s  (nearly) fu l l  o f  data from the 
tape :  

• Sometime before the Target Data Buffer is actual ly fu l l ,  the Target enters the 
AR B ITRATION Phase (after val idating the BUS FRE E  Phase) to get control 
of the bus .  I t  asserts the BSY Signal and its own SCSI Bus I D . 

• The Target wins Arb itration by having the h ighest SCS I Bus I D  asserted .  The 
Target then takes contro l of the bus by assert ing the SEL Signa l .  I t  then 
asserts the 1/0 Sig nal (to choose the RESELECTION Phase) and the SCSI 
Bus ID of the I n itiator. I t  re leases the BSY Signal to beg in  the R ESELEC­
TION Phase.  

• The I n it iator recogn izes the Reselection by the Target and asserts the BSY 
Signa l  i n  response.  The Target asserts the BSY Sig nal and re leases the SEL 
Signal in  response.  When the  I n itiator sees the  SEL  Signal go False ,  it 
re leases the BSY Signa l .  Th is completes the R ESELECTION Phase.  

• The Target again takes charge of Bus Phase selection .  The f i rst Phase after 
Reselection is always the M ESSAG E IN Phase (see Message System) . The 
Target sends the I DENTI FY Message to re-establ ish the N exus with the 
I n it iator for the 1 /0 Process. The I DENTI FY Message ind icates wh ich Log ical 
Un it is go ing to conti nue  a Command from the I n it iator. 

� The Target then changes to DA TA IN Phase to beg in  send ing the requested 
data to the I n itiator. The I n itiator passes the data via 1/0 Port access by the 
SCSI Driver, which then writes it to the location in  Host Memory requested by 
the Host System .  The Target continues unti l  al l  data is transferred .  

• Only half o f  the  data has been transferred to  the I n it iator, and data is sti l l  
coming off the tape.  S ince th is  wi l l  take a whi le  longer ,  the Target decides to 
Disconnect from the SCSI Bus again .  Th is time is a l ittle  d ifferent than the 
fi rst time :  the Target changes to the MESSA GE IN Phase and sends the 
SA VE DA TA POINTER Message . The I n itiator receives the M essage and 
cop ies the Active Data Pointers to the Saved Data Pointer .  

• The Target then  sends the D ISCONN ECT Message .  The I n itiator receives the 
Message and clears the Active Pointers . The Target then releases the BSY 
Signal to go  to BUS FREE Phase. The transfer of data from tape to Data 
Buffer continues .  
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I Host System I I n itiator I Target I Logical Unit  I 

The Host System SCS I  Driver The In itiator is waiting for the The Ta rget is waiting for the The Logica l Unit continues 
is waiting for the n ext opera- Ta rget to Recon nect and may Logical Un it  to be ready a n d  tra nsferr ing data from the 
tion and may be doing other be h a n d l ing other SCSI I/O may be handl ing other 110 tape into the Ta rget Data 
processing. Processes. Processes. B uffer. 

The Target Arbitrates for con-
trol of the SCSI Bus. 

The Ta rget wins control of  the 
SCSI Bus and Asserts the SEL 
Signa l .  The Ta rget Asserts the 
1/0 Signal  and begins the RE-
SELECTION Phase. 

The In itiator Asserts BSY to The Ta rget Asserts BSY a n d  
respond t o  t h e  RESELECTION Releases SEL to end the RE-
Phase.  It  Releases BSY when SELECTION Phase. The Ta rget 
the Ta rget Releases SEL. switches to M ESSAGE IN Phase 

to send the I DENTIFY Message 
to re-esta b l ish the Nexus.  

The I n itiator rece ives the 
I D ENTIFY Message and copies 
the a ppropriate Saved Point-
ers to the Active Pointers. 

The Ta rget cha nges to DATA 
IN Phase to send the Read 
Data to the I n itiator. 

The Data is 110 Port tra ns- The In itiator receives the DA-
ferred from the Host Adapter TA IN from the Ta rget and 
into Host  Memory. passes it on to the Host. 

The Ta rget cha nges to M ES-
SAGE IN Phase and sends the 
SAVE DATA POINTER M essage. 

The I n itiator rece ives the 
SAVE DATA POINTER Message 
a n d  copies the Active Data 
Pointer to the Saved Data 
Pointer. 

The Ta rget continues in M ES-
SAG E  IN Phase and sends the 
DISCONNECT Message. 

The In itiator receives the DIS-
CONN ECT Message and sus-
pends the 110 Process. 

The Target Releases BSY a n d  The Logica l U n it contin ues 
the Bus goes to BUS FREE transferr ing data into the 
Phase. Target Data Bu ffer. 

TAPE  READ COM MAN D EXAMPLE (2 OF 3) 
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The read request again continues after the Target Data Buffer is  (nearly) fu l l  o f  data 
from the tape: 

• Sometime before the Target Data Buffer is actual ly ful l or  before the transfer 
from tape is com pleted (whichever happens fi rst) , the Target enters the 
ARBITRATION Phase (after validating the BUS FREE Phase) to get control 
of the bus.  It asserts the BSY Signal and its own SCSI Bus I D. 

• The Target wins Arbitration by having the highest SCSI Bus I D  asserted.  The 
Target then takes control of the bus by asserting the SEL Signal .  I t  then 
asserts the 1/0 Signal (to choose the RESELECTION Phase) and the SCSI 
Bus I D  of the I n itiator. It re leases the BSY Signal to begin the R ESELEC­
TION Phase. 

• The I n itiator recogn izes the Reselection by the Target and asserts the BSY 
Signal in  response. The Target asserts the BSY Signal and releases the SEL 
Signal  in response. When the  I n itiator sees the  SEL Signal go  False, it 
re leases the BSY Signal .  Th is completes the RESELECTION Phase. 

• The Target again takes charge of Bus Phase selection . The f irst Phase after 
Reselection is always the M ESSAG E IN Phase (see Message System) . The 
Target sends the I DENTI FY Message to re-establ ish the Nexus with the 
I n it iator for the 1/0 Process . The I DENTI FY M essage indicates wh ich Log ical 
Un it is go ing to continue a Command from the I n itiator. 

• The Target then changes to DA TA IN Phase to beg in send ing  the requested 
data to the I n itiator. The I n itiator passes the data via 1/0 Port access by the 
SCSI Driver,  wh ich then writes it to the location in Host M emory requested by 
the Host System .  The Target continues unti l  all data is transferred . 

• After completing the data transfer, the Target changes to STA TUS Phase to 
return com pletion Status to the I n itiator. The I n itiator passes the Status via 
DMA to the Host System.  

• The last task of the  Target for th is 1/0 Process i s  to  change to  M ESSAG E I N  
Phase and transfer the COMMAND COMPLETE Message to com plete the 
1/0 Process. The I n itiator receives the Message and g ives the Host System 
some ind ication that 1/0 Process has been completed .  Th is ind ication is 
usua l ly a system interrupt, although it may also be ind icated by sett ing a b it 
in a status reg ister on the Host Adapter. 

• The SCSI Driver takes the SCSI Status, converts it into a Driver or  appl ication 
completion code (SCSI and appl ication completion codes wi l l  seldom coin­
cide) , and returns control to the appl ication .  The appl ication program can then 
start using the requested f i le .  
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I Host System I I n itiator I Target I Logica l U n it I 

The Host System SCSI Driver The I n itiator is waiting for the The Ta rget is wa iting for the The Logica l Unit continues 
is waiting for the n ext opera- Target to Reconnect and may Logica l Unit  to be ready a n d  tra nsferr ing data into the 
tion and may be doing other  be h a n d l ing other SCSI 1/0 may be hand l ing other 1/0 Ta rget Data Bu ffer. 
processing. Processes. Processes. 

The Target Arbitrates for con-
trol  of the SCSI Bus.  

The Target wins control of the 
SCSI Bus a n d  Asserts the SEL 
Signal .  The Target Asserts the 
1/0 Signa l  a n d  begins the RE-
SELECTION Phase. 

The In itiator Asserts BSY to The Ta rget Asserts BSY a n d  
respond t o  t h e  RESELECTION Releases SEL to end the RE-
Phase. I t  Releases BSY when SELECTION Phase. The Ta rget 
the Ta rget Releases SEL. switches to M ESSAGE IN Phase 

to send the IDENTI FY Message 
to re-esta b l ish the Nexus.  

The I n itiator rece ives the 
IDENTIFY Message and copies 
the a ppropriate Saved Point-
ers to the Active Pointers. 

The Target cha nges to DATA The Logica l U n it completes 
IN  Phase to send the Read the Data transfer to the Tar-
Data to the I n itiator. get Data Bu ffer. 

The Data is 110 Port tra ns- The I n itiator rece ives the DA-
ferred from the Host Ada pter TA I N  from the Ta rget and 
into Host  Memory. passes it on to the Host. 

The Target cha nges to STATUS 
Phase and sends Compl etion 
Status. 

The Status is received by the The I n itiator rece ives the Sta-

SCSI Driver via 1/0 Port a ccess. tus from the Ta rget. 

The Ta rget changes to M ES-
SAGE IN Phase a n d  sends the 
COM MAND COMPLETE Message. 

The In itiator receives the The Ta rget Releases BSY a n d  
COM MAND COMPLETE Message the Bus goes to BUS FREE 
and closes the Nexus. The Phase. 
I n itiator ind icates to the Host 
System that the Command is 
completed.  

The Host System SCSI Dr iver 
rece ives the ind ication via 1/0 
Port access and retu rns the 
Status back to the Appl ica-

tion. 

TAPE READ COMMAND EXAM PLE (3 OF 3) 
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Table 33 shows the SCSI Bus Phases used during the Disk Read example .  The table 
shows the Bus Control Signals that define each phase, but does not include any 
R EO/ACK handshakes for clarity. The Data Bus contents are shown when appropri ­
ate ; 1 1 - - 11 i nd icates several bytes are transferred in  the Phase. 

The I n itiator SCSI Address is assumed to be 1 ,  and the Target SCSI Address is 
assumed to be  0 .  

TABLE 33:  TAPE READ EXAMPLE Bus PHASES 

I BSY I SEL I A TN I MSG I C/D 1 1/0 I RST I Data ! Phase 

0 0 0 0 0 0 0 00 BUS FREE 

1 0 0 0 0 0 0 02 ARBITRATION Phase 

1 1 1 0 0 0 0 03  I n itiator takes Bus after winning 

0 1 1 0 0 0 0 03  SELECTION Phase 

1 1 1 0 0 0 0 03  Ta rget responds to  Sel ection 

1 0 1 0 0 0 0 XX In itiator releases SEL to end SELECTION Phase 

1 0 0 1 1 0 0 co MESSAGE OUT Phase - I DENTI FY Message (Logica l U n it 0, Disco n nect OK) 

1 0 0 0 1 0 0 - - COMMAND Phase - Ta rget receives CDB 

1 0 0 1 1 1 0 04 MESSAGE IN  Phase - DISCONNECT Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

1 0 0 0 0 0 0 0 1  ARBITRATION Phase 

1 1 0 0 0 1 0 03  Ta rget takes Bus a fter winning 

0 1 0 0 0 1 0 03  RESELECTION Phase 

1 1 0 0 0 1 0 0 3  I n itiator responds t o  Reselection 

1 0 0 0 0 1 0 XX Ta rget asserts BSY and releases SEL to end RESELECTION Phase 

1 0 0 1 1 1 0 80 M ESSAGE IN Phase - IDENTI FY Message (Logica l U n it 0)  

1 0 0 0 0 1 0 - - DATA IN Phase - In itiator receives read data 

1 0 0 1 1 1 0 02 M ESSAGE IN Phase - SAVE DATA POINTER M essage 

1 0 0 1 1 1 0 04 MESSAGE IN  Phase - DISCONNECT Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

1 0 0 0 0 0 0 0 1  ARBITRATION Phase 

1 1 0 0 0 1 0 03  Ta rget takes Bus a fter winning 

0 1 0 0 0 1 0 03  RESELECTION Phase 

1 1 0 0 0 1 0 0 3  In itiator responds t o  Reselection 

1 0 0 0 0 1 0 XX Ta rget asserts BSY and releases SEL to end RESELECTION Phase 

1 0 0 1 1 1 0 80 MESSAGE IN Phase - IDENTIFY M essage (logical U n i t  0) 

1 0 0 0 0 1 0 - - DATA IN  Phase - In itiator receives read data 

1 0 0 0 1 1 0 00 STATUS Phase - GOOD Status 

1 0 0 1 1 1 0 00 M ESSAGE IN  Phase - COMMAND COM PLETE M essage 

0 0 0 0 0 0 0 00 BUS FREE Phase 

I 
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Example #4:  The fou rth example shows a tape backup operation (WR ITE to 
tape) , but th is t ime the SCSI Bus is real f laky, so we have to go  th rough some Error 
Recovery. Diag ram 64 from the th i rd example shows the system for th is example .  

Let's recal l  from the th i rd example that the Target is a "slow" tape d rive that contains a 
large  "Data Buffer" consist ing of a local memory b lock that holds blocks during a 
transfer. When writing ,  the Data Buffer is f i l led by data from the Host System .  The 
Target then Disconnects from the Bus to perform the actual write to tape . The Target 
Reconnects to the Bus when the Data Buffer is (nearly) empty. 

As with the tape restore, the tape backup request must fi lter down through the 
d ifferent layers of the Host System ,  as shown in Diagram 66. In th is example ,  the 
appl ication program bypasses the Operating System because the Operating System 
does not support tape.  At each leve l ,  the request is translated into a standard form 
understood by the next lowest leve l .  Note that the d iag ram shows the f low of informa­
tion between levels ;  it does not show the t ime order of that flow. 

• An appl ication program on the Host System makes a request d i rectly to the 
SCSI Driver (bypassing the Operating System) to write the tape;  for example ,  
a backup ut i l ity is going to save a system f i le  to the tape .  Pr ior  to th is  step 
the f i le ,  o r  the f i rst part of the f i le ,  is read into Host System memory.  The next 
step is to write the f i le to the tape. The appl ication specifies to the SCSI 
Driver  how many b locks to write to the tape ,  and where to get the data. 

• The SCSI Driver program takes the tape write request from the appl ication . It 
converts the tape b lock write request into a SCSI Command Descriptor 
Block (CDB). I t  then issues a command to the Host Adapter to Select the 
Target and send the COB .  More commands are issued to the Host Adapter 
unti l  the operation is complete . Note that the SCSI Driver manages the f/0 
Process :  it responds to Phases and maintains the Pointers . 

• When the SCSI I/O Process is comp leted , Status has been retu rned to the 
SCSI Driver .  The data has been transferred d i rectly from the appl ication data 
area to the tape.  I f  the Command caused "CH EC K  CON DITION"  Status,  the 
SCSI Driver may also have fetched Sense Data from the Target d isk d rive . 
The SCSI Driver translates the retu rned Status and Sense Data (if any) to 
d river com pletion codes understood by the appl ication and passes them back 
up .  

• The operation is comp lete , and the appl ication has saved the data. 
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Driver Result: 
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SCSI Result: 
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GOOD Status 
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Data Transfer 

DATA OliT 
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The Tape Write Command example beg ins with the request to write a fi le by the 
appl ication p rogram, as described above. We' l l  p ick i t  up  after the SCSI  Driver 
receives req uest from the appl ication :  

250 

• The Host Adapter under control o f  the  SCSI Driver performs the  I n it iator 
funct ion for the Host System.  The I n itiator enters the ARBITRA TION Phase 
(after val idating  the BUS FREE Phase) to get control of  the bus .  I t  asserts 
the BSY Signal and its own SCSI Bus ID. 

• The I n it iator wins Arbitration by having the h ighest SCSI Bus I D  asserted . The 
I n itiator then takes control of the bus by assert ing the SEL Signal. I t  then 
asserts the A TN Signal (to create the Attention Condition) and the SCSI 
Bus ID of the Target. I t  re leases the BSY Signal to beg in the SELECTION 
Phase.  

• The Target recogn izes the Selection by the I n itiator and asserts the BSY 
Signal i n  response. The I n itiator re leases the SEL  Signal i n  response.  This 
com pletes the SELECTION Phase. 

• The Target now takes charge of Bus Phase selection .  S ince the I n itiator 
asserted the ATN Signa l ,  the Target goes to MESSA GE OUT Phase (see 
Message System) .  The I n itiator sends the IDENTIFY Message to establ ish 
the Nexus for the ljO Process . The I DENTI FY M essage ind icates wh ich 
Logical Unit is go ing to receive a Command from the I n it iator. 

• The Target then changes to COMMAND Phase to fetch the COB from the 
I n it iator. The I n it iator sends the COB via an 1/0 Port transfer with the SCSI 
Driver in  response. The Target examines the fi rst byte to determ ine how 
many bytes of C O B  to transfer. 

• The Target then changes to DA TA OUT Phase to beg in receiving the write 
data from the I n it iator. The I n itiator sends the data via 1/0 Port access by the 
SCS I Driver, which it got from the location in Host Memory requested by the 
H ost System .  The Target continues unt i l  i ts Data Buffer is fu l l .  

• When the Target gets enough data from the I n itiator ,  i t  beg ins  writing  data to 
the tape.  S ince this takes some t ime, the Target decides to Disconnect from 
the SCSI Bus .  To do th is ,  it changes to the MESSA GE IN Phase and sends 
the SA VE DA TA POINTER Message , because it hasn 't transferred a l l  the 
data yet. The I n it iator receives the Message ,  cop ies the Active Data Pointers 
to the Saved Data Pointer ,  and sends the DISCONNECT Message . The 
I n it iator receives the Message and clears the Active Pointers. The Target 
then · re leases the BSY Signal to go to BUS FREE Phase. 
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Host System I n itiator Ta rget Logica l Unit  

An Appl ication Progra m gen- The Logica l Un it  ( i .e . ,  the 
erates a Write F i le Request tape) is cu rrently positioned 
to the SCSI Driver. where the Appl ication wa nts 

it. 
The SCSI Driver tra ns lates the The I n itiator Arb itrates for 
Write Blocks Request to a control of the SCSI Bus. 
SCSI  Command Descriptor 
Block (CDB), a n d  issues a Se-
l ection command to the Host 
Ada pter. 

The I n itiator wins control of The Target Asserts BSY to 
the SCSI Bus a n d  Asserts the respond to the Selection by 
SEL Signa l .  The In itiator As- the I n itiator. 
serts the ATN Signal  and be-
gins the SELECTION Phase. 

The In itiator Releases the SEL Th e  Target cha nges to the 
Signa l  to complete the SELEC- M ESSAGE OUT Phase in re-
TION Phase. sponse to the Attention Con -

dition. 

The In itiator sends the IDENTI -
FY Message to estab l ish the 
Nexus a n d  Negates the ATN 
Signa l .  The I n itiator copies the 
Saved Pointers to the Active 
Po inte rs.  

The Target cha nges to COM-
MAND Phase to receive the 
CDB from the In itiator. 

The CDB is tra nsferred to the The I n itiator sends the CDB to 

Host Adapter by the SCSI the Ta rget. 
Driver. 

The Target changes to DATA 
OUT Phase to get the Write 
Data from the I n itiator. 

The Data is 1/0 Port trans- The I n itiator sends the DATA 
ferred from Host M e mory to OUT from the Host to the 

the Host Ada pte r. Ta rget. 

The Ta rget cha nges to M ES- The Logica l U n it begins tra ns-
SAGE I N  Phase and sends the ferring data to the tape from 
SAVE DATA PO INTER a n d  the the Ta rget Data Bu ffer. 
DISCONNECT Message. 

The In itia tor rece ives the 
SAVE DATA POI NTER and DIS-
CON NECT Message and sus-
pends the 1/0 Process. 

The Ta rget Releases BSY a n d  
t h e  Bus goes t o  BUS FREE 
Phase. 

TAPE WRITE COM MAN D EXAMPLE (1  OF 3) 
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The write request continues after the Target Data Buffer i s  (nearly) empty from writing 
data to the tape:  

• Sometime before the Target Data Buffer is actual ly empty, the Target enters 
the ARB ITRATION Phase (after val idating the BUS FREE Phase) to get 
control of the bus .  It asserts the BSY Sig nal and its own SCSI Bus I D. 

• The Target wins  Arbitration by having the h ighest SCSI Bus I D  asserted . The 
Target then takes control of the bus by asserting the SEL  Signal .  I t  then 
asserts the 1/0 S ignal (to choose the RESELECTION Phase) and the SCSI 
Bus ID of the I n itiator. It re leases the BSY Signal to begin the R ESELEC­
TION  Phase . 

• The I n it iator recogn izes the Reselection by the Target and asserts the BSY 
Signal in response. The Target asserts the BSY Signal and releases the SEL 
Signal in response.  When the  I n itiator sees the  SEL  Signal go  False ,  it 
re leases the BSY Signal .  Th is completes the R ESELECTION Phase . 

• The Target again takes charge of Bus Phase selection .  The fi rst Phase after 
Rese lection is always the M ESSAG E IN Phase (see Message System) .  The 
Target sends the I DENTI FY Message to re-establ ish the N exus with the 
I n itiator fo r the l/0 Process. The I DENTI FY M essage ind icates wh ich Log ical 
Un it is go ing to continue a Command from the I n itiator. The I n itiator copies 
the Saved Pointers for that Nexus to the Active Pointers .  

• The Target then changes to DATA OUT Phase to conti nue  receiving the data 
from the I n itiator. The I n itiator sends the data via 1/0 Port access by the SCSI 
Driver, wh ich it got from the location in Host Memory req uested by the Host 
System .  Normal ly, the Target continues unti l  its Data Buffer is fu l l .  Unfortu­
nately, a Parity Error occurs during the transfer. 

• To recover from the Parity Error ,  the Target changes to M ESSAG E I N  Phase. 
The Target then sends the RESTORE POINTERS Message to restart the 
DATA OUT Phase that had the error. The I n itiator receives the M essage and 
copies the Saved Pointers for that Nexus, which def ine the state of th ings at 
the start of th is Connection ,  to the Active Pointers. 

• The Target then changes to DATA OUT Phase to retry the data transfer from 
the I n itiator. The Target continues unti l  its Data Buffer is fu l l ,  or unt i l  all data 
requested by the I n itiator has been transferred .  I n  this case,  the latter occurs . 

• The Target changes to M ESSAG E I N  Phase and sends the SAVE DATA 
POI NTER M essage ,  and then sends the D ISCO N N ECT M essage .  The 
I n it iator receives the Message and clears the Active Pointers. The Target 
then releases the BSY Signal to go to BUS FREE Phase. The transfer of 
data to tape from the Data Buffer continues. 
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Host System I n itiator Target Logica l Un it  

The Host System SCSI Driver The I n itiator is waiting for the The Target is waiting for the The Logica l U n it continues 
is waiting for the n ext opera- Target to Reconnect and may Logical Unit  to be ready a n d  tra nsferr ing data from the 
tion and may be doing other  be h a n d l ing other SCSI 1/0 may be hand l ing other 1/0 Target Data Bu ffer to the 
processing. Processes. Processes. tape. 

The Target Arbitrates for con-
trol  of the SCSI Bus. 

The Target wins control o f  the 
SCSI Bus and Asserts the SEL 
Signa l .  The Target Asserts the 
1/0 Signa l  and begins the RE-
SELECTION Phase. 

The I n itiator Asserts BSY to The Target Asserts BSY a n d  
respond t o  t h e  RESELECTION Releases SEL to end the RE-
Phase. I t  Releases BSY when SELECTION Phase. The Target 
the Ta rget Releases SEL switches to M ESSA G E  IN Phase 

to send the IDENTIFY Message 
to re-esta b l is h  the Nexus.  

The I n itiator receives the 
IDENTI FY M essage and copies 
the appropriate Saved Point-
ers to the Active Pointers. 

The Target changes to DATA 
OUT Phase to get more Write 
Data from the I n itiator. 

The Data is 1/0 Port tra ns- The I n itiator sends the DATA The Ta rget detects a Parity 

ferred from Host Memory. OUT to the Ta rget. Error du ring the DATA O UT 
Phase. 

The Ta rget cha nges to M ES-
SAGE IN  Phase and sends the 
RESTORE POINTERS M essage. 

The In itiator rece ives the RE-
STORE POINTERS Message and 
copies the Saved Pointers to 
the Active Pointers. 

The Ta rget changes to DATA 
OUT Phase to try aga in .  

The Data is 1/0 Port trans- The I n itiator sends the DATA 

ferred aga in .  OUT to  the Ta rget. 
The Ta rget cha nges to M ES-
SAGE IN  Phase a n d  sends the 
SAVE DATA POINTER a n d  DIS-
CONNECT Messages. 

The I n itiator receives the Mes-
sages, copies the Active Point-
ers to the Saved Pointers, and 
suspends the 1 /0 Process. 

The Target Releases BSY a n d  T h e  Logical  Un it  continues 

the Bus goes to BUS FREE transferr ing data to tape 

Phase. from the Target Data Bu ffer. 

TAPE WRITE COM MAND EXAM PLE (2 OF 3) 
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The write request again continues after the transfer from the Target Data Buffer  to the 
tape is com plete : 

• When the tape write is complete, the Target enters the ARBITRATIO N  Phase 
(after val idat ing the BUS FREE Phase) to get control of the bus .  I t  asserts 
the BSY Signal and its own SCSI Bus I D . 

• The Target wins Arbitration by having the h ighest SCSI Bus I D  asserted .  The 
Target then takes control of the bus by asserting the SEL Signal .  It then  
asserts the  1/0 Signal (to choose the  RESELECTION Phase) and  the  SCSI 
Bus I D  of the I n it iator. I t  releases the BSY Signal to beg in  the R ESELEC­
TION Phase . 

• The I n it iator recogn izes the Reselection by the Target and asserts the BSY 
Signal in response. The Target asserts the BSY Signal and re leases the SEL 
Signal in  response. When the  I n itiator sees the  SEL  Signal go  False,  it 
re leases the BSY Signal .  Th is completes the R ESELECTION Phase . 

• The Target again takes charge of Bus Phase selection . The fi rst Phase after 
Rese lection is always the M ESSAG E IN Phase (see Message System) . The 
Target sends the I DENTI FY Message to re-establ ish the N exus with the 
I n it iator for the 1/0 Process . The IDENTI FY Message ind icates wh ich Log ical 
Un it is go ing to continue a Command from the I n itiator. 

• The Target changes to STA TUS Phase to return com pletion Status to the 
I n it iator. U nfortunately, the I n itiator detected a Parity Error du ring the Status 
transfer. Before Negating the A CK Signal of the Status transfer,  the I n it iator 
asserts the A TN Signal to create the A ttention Condition . 

• The Target sees the ATN Signal asserted and changes to M ESSAG E OUT 
Phase. The I n itiator sends the /NIT/A TOR DETECTED ERROR Message to 
the Target to ind icate that it saw an error du ring the STATUS Phase . 

• The Target changes to M ESSAG E I N  Phase to send the RESTO R E  POI NT­
ERS M essage .  Th is facil itates the retry requested by the I n it iator. The I n itiator 
copies its Saved Pointers for this Nexus to its Active Pointers. 

• The Target changes to STATUS Phase again to retu rn comp letion Status to 
the I n it iator. Th is time it works. The I n itiator passes the Status via 1/0 port 
transfer to the Host System . 

. . . .  continued after the d iagram . . .  
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Host System I n itiator Target Logica l Unit  

The Host System SCSI  Driver The I n itiator is waiting for the The Target is waiting for the The Logica l Un it  completes 
is waiting for the n ext opera- Target to Reco n nect and may Logical Unit  to be ready a n d  the transfer  of  data from the 
tion and may be doing other  be h a n d l ing other SCSI 1/0 may be hand l ing  other  1/0 Target Data Bu ffer to the 
processing. Processes. Processes. tape. 

The Target Arbitrates for a n d  
wins control of  the SCSI Bus. 
The Target selects the ln itia -
tor and re-establ ishes the 
Nexus with the IDENTIFY Mes-
sage. 

The I n itiator receives the 
I DENTIFY Message and copies 
the a ppropriate Saved Point-
ers to the Active Pointers. 

The Target changes to STATUS The Logica l U n it compl etes 
Phase a n d  sends Com pl etion the Data tra nsfer  to the Tar-
Status. get Data B u ffer. 

The Data is 1/0 Port The I n itiator receives the Sta-
transferred from the Host tus from the Target, but de-
Ada pter into Host M e mory. tects a Pa rity Error, so it as-

serts ATN before negating 
ACK. 

The Target sees the ATN sig-
nal and changes to M ESSA G E  
O U T  Phase. 

The Status is received by the The I n itiator sends the IN ITIA- The Target rece ives the Mes-
SCSI Driver via 1/0 Port access. TOR DETECTED ERROR Message sage, switches to MESSAGE 

to the Target. OUT Phase, a n d  sends the 
RESTORE POINTERS Message. 

The I n itiator receives the Mes- The Target cha nges to STATUS 
sage and copies the Saved Phase attempts to send Com-
Pointers to the Active Point- pletion Status aga i n .  
ers. 

The I n itiator rece ives the Sta-
tus from the Target, success-
fu l ly th is t ime. 

The Target cha nges to M ES-
SAGE IN Phase and sends the 
COM MAND COM PLETE Message. 

The In itiator rece ives the The Ta rget Releases BSY a n d  
COMMAND COMPLETE Message the Bus goes to BUS FREE 
and cl oses the Nexus. The Phase. 
In itiator ind icates to the Host 
System that the Com mand is 
completed. 

The Host System SCSI Driver 
receives the ind ication via 1/0 
Port a ccess and returns the 
Status back to the Appl ica-
tion. 

TAP E  WRITE COM MAN D EXA M P LE (3 OF 3) 
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• The last task o f  the Target for th is 1/0 Process i s  t o  change to  M ESSAG E I N  

Phase and transfer the COMMAND COMPLETE Message to com plete the 
1/0 Process. The I n itiator receives the Message and g ives the Host System 
some ind icat ion that 1/0 Process has been completed . This ind ication is 
usual ly a system interrupt, although it may also be ind icated by sett ing a b it 
in a status reg ister on the Host Adapter. 

• The SCSI Driver takes the SCSI Status,  converts it into a Driver or  appl ication 
com pletion code (SCSI and appl ication com pletion codes wil l seldom coin­
cide) , and retu rns control to the appl ication .  

Table 34  shows t he  SCSI Bus  Phases used during the Tape Backup example .  The 
table shows the Bus Control Signals that define each phase, but does not inc lude 
any R EQ/ACK handshakes for clarity. The Data Bus contents are shown when 
appropriate ; . .  _ _  . .  i nd icates several bytes are transferred in  the Phase.  

The I n itiator SCSI A ddress is assumed to be 4, and the Target SCSI Address is 
assumed to be 2 .  
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TABLE 34: TAPE WRITE EXAMPLE Bus PHASES ! BSY ! SEL ! ATN ! MSG ! C/D ! 1/0 ! RST ! Data I Phase I 

0 0 0 0 0 0 0 00 BUS FREE 

1 0 0 0 0 0 0 04 ARBITRATION Phase 

1 1 1 0 0 0 0 06 In itiator takes Bus a fter winning 
0 1 1 0 0 0 0 06 SELEGION Phase 
1 1 1 0 0 0 0 06 Target responds to Selection 
1 0 1 0 0 0 0 XX In itiator releases SEL to end SELECTION Phase 

1 0 0 1 1 0 0 co MESSAGE OUT Phase - IDENTIFY Message (logical Un it 0, D isconnect OK) 

1 0 0 0 1 0 0 -- COMMAND Phase - Target receives CDB 

1 0 0 0 0 0 0 -- DATA OUT Phase - Initiator sends write data 

1 0 0 1 1 1 0 02 MESSAGE IN  Phase - SAVE DATA POINTERS Message 

1 0 0 1 1 1 0 04 MESSAGE I N  Phase - DISCONNECT Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

1 0 0 0 0 0 0 02 ARBITRATION Phase 

1 1 0 0 0 1 0 06 Target takes Bus a fter winning 

0 1 0 0 0 1 0 06 RESELEGION Phase 

1 1 0 0 0 1 0 06 In itiator responds to Reselection 

1 0 0 0 0 1 0 XX Ta rget asserts BSY and releases SEL to end RESELECTION Phase 

1 0 0 1 1 1 0 80 MESSAGE IN  Phase - IDENTIFY Message (Logical Un it 0)  

1 0 0 0 0 0 0 - - DATA OUT Phase - Pa rity Error Occu rs ! 

1 0 0 1 1 1 0 0 3  MESSAGE IN Phase - RESTORE POINTERS Message to retry t h e  Phase 

1 0 0 0 0 0 0 -- DATA OUT Phase - In itiator sends the rest of the write data 

1 0 0 1 1 1 0 02 MESSAGE IN  Phase - SAVE DATA POI NTER Message 

1 0 0 1 1 1 0 04 MESSAGE IN Phase - DISCONNECT Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 

1 0 0 0 0 0 0 02 ARBITRATION Phase 

1 1 0 0 0 1 0 06 Ta rget takes Bus after winning 

0 1 0 0 0 1 0 06 RESELECTION Phase 

1 1 0 0 0 1 0 06 In itiator responds to Reselection 

1 0 0 0 0 1 0 XX Target asserts BSY and releases SEL to end RESELECTION Phase 

1 0 0 1 1 1 0 80 MESSAGE IN  Phase - IDENTIFY Message (Logical Un it 0)  

1 0 1 0 1 1 0 00 STATUS Phase - Parity Error 

1 0 1 1 1 0 0 05  MESSAGE OUT Phase - IN ITIATOR DETECTED ERROR Message 

1 0 0 1 1 1 0 0 3  MESSAGE IN Phase - RESTORE POINTERS Message to retry t h e  Phase 

1 0 0 0 1 1 0 00 STATUS Phase - GOOD Status 

1 0 0 1 1 1 0 00 MESSAGE IN Phase - COMMAND COMPLETE Message 

0 0 0 0 0 0 0 00 BUS FREE Phase 
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